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Abstract. Human motion capture has a wide variety of applications, and in vision-based motion capture systems a major issue is the human body model and its initialization. We present a computer vision algorithm for building a human body model skeleton in an automatic way. The algorithm is based on the analysis of the human shape. We decompose the body into its main parts by computing the curvature of a B-spline parameterization of the human contour. This algorithm has been applied in a context where the user is standing in front of a camera stereo pair. The process is completed after the user assumes a predefined initial posture so as to identify the main joints and construct the human model. Using this model, the initialization problem of a vision-based markerless motion capture system of the human body is solved. © 2012 Society of Photo-Optical Instrumentation Engineers (SPIE). [DOI: 10.1117/1.OE.51.2.020501]
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1 Introduction

Presently, human motion capture has a wide variety of applications such as 3D interaction in virtual worlds, performance animation in computer graphics, and motion analysis in clinical studies. Human motion capture is achieved by commercially available motion capture equipment, but this is far too expensive for common use and requires special clothing with retroreflective markers. Markerless motion capture systems are cheaper and do not require any special clothing. They are based on computer vision techniques2–4 and they are therefore termed vision-based motion capture systems. However, results are less accurate although sufficient for applications such as 3D interaction in virtual worlds.

In vision-based motion capture the human body model is a major issue. The model must be sufficiently accurate for representing motion by means of body postures but also simple enough to make it workable and to obtain real-time feedback from the application. Usually, the model is built previously from the user’s images.5 Common techniques for modeling are visual hulls.6–8 Formerly built models have a realistic appearance but are too accurate for use in real-time applications. It is more interesting to build less accurate models that represent user’s motions to an acceptable degree. Then we try to model the user’s kinematical structure.9

In addition, vision-based approaches are based on the time coherence of user’s motions. This implies that the user’s previous postures and initial posture must be known. That is, the body model has to be initialized at the first frame. Initialization is defined by tracing the 3D position of the user’s joints during the initial frame. This issue is currently being overcome by manual annotation,10,11 a common practice in vision-based work.

In this paper we present an automatic model initialization for a vision-based motion capture system. Our algorithm is based on the analysis of the user’s body shape projected onto a stereo image, that is, the image silhouette. The key idea is to cut each silhouette into different body parts, assuming the user stands with a predefined posture. From these cuts, the user’s joints’ 3D position can be subsequently estimated. Thus the kinematical human model of the user can also be built.

In Sec. 2 our approach to obtaining the user’s joints’ positions is described. An explanation of the parameterization of the user’s silhouettes and the automatic placement of cuts is included in this section. Section 3 is an overview of the application where the described algorithm is used. Finally, the conclusions and direction of future work are discussed in Sec. 4.

2 Automatic Human Body Modeling

As stated previously, this work is based on the analysis of the human body shape, referring to shape as the human 2D silhouette projected onto the image (see Fig. 1). The approximation is achieved by decomposing the human shape into different parts by means of cuts. Therefore, if the user stands in a predefined posture, it is possible to assume that the joints are placed following a known order and then these joints can be correctly labeled to build the body model.

First, the body model used in the process and the required initial posture are described. Then the human body shape decomposition method is explained. Finally, a detailed explanation is given on how to find and label the joints used to build the model.

2.1 The Simplified Articulated Body Model

The selection of the human model has to be done according to the kind of information that is to be extracted from the image data, i.e., human body models used for synthesis applications may need to be more accurate and realistic than human body models used in motion capture applications. Our model is used for motion capture purposes, specifically for 3D interaction in virtual worlds. Therefore, it has to be accurate enough for representing motions by means of body postures but simple enough to make the problem easily solvable and obtain real-time feedback from the application.

As a result, the body model used here is an articulated model with nine joints (Fig. 2), where every joint has three degrees of freedom and the links between the segments are rigid. By using this model, our objective is to estimate the
anthropometric measurements of the body while the user is maintaining a predefined posture at the initialization stage. The anthropometric measurements that we wish to estimate are the limbs of the model in Fig. 2: forearms (distance from wrist to elbow), arms (distance from shoulder to elbow), trunk (distance from back to neck), upper back (distance from back to shoulders), and the virtual leg (distance from virtual foot to back).

2.2 Human Body Shape Decomposition

Prior to locating the body parts it is necessary to separate the human body shape from the background scene. Two methods are used to carry out this task: a chroma-key approach\textsuperscript{12} and background subtraction.\textsuperscript{13} It is true that the chroma-key approach\textsuperscript{12} ensures real-time processing, but it is also true\textsuperscript{13} that it allows for background subtraction in real time as long as the environment is a controlled one. It is necessary to emphasize that the automatic initialization system will work provided that the background can be deleted, irrespective of the algorithm used.

Once the human shape has been obtained, the silhouette has to be cut into different parts so as to find the joints’ positions. According to human intuition about parts, segmentation occurs at negative minimum curvature (NMC) of the silhouette, leading to Hoffman’s and Richards’s minima rule:

“For any silhouette, all negative minima curvature of its bounding curve are boundaries between parts.”\textsuperscript{14} Therefore, it is necessary to find the NMC points of the shape. It is possible to compute the shape curvature directly by means of finite differences in the discrete shape. However, this local computation of curvature is not robust on images. Hence, the human body shape is parameterized using a B-spline interpolation.

A $p$-th degree B-spline is a parametric curve, where each component is a linear combination of $p$-th degree basis curves. A set of contour points $\{Q_k\}, k = 0, \ldots, n$ is obtained from the image and they are interpolated with a cubic B-spline.\textsuperscript{15} Figure 3 shows how the B-spline interpolation smooths the human silhouette.

Using the B-spline shape parameterization, it is possible to analytically compute the partial derivatives up to order 2 to obtain the curvature values along the shape.

However, the minima rule only constrains cuts to pass through the NMC points it does not guide the selection of cuts themselves. On one hand, Singh et al. noted that when the boundary points can be joined in more than one way to decompose a silhouette, human vision prefers the partitioning scheme that uses the shortest cuts.\textsuperscript{16} This leads to the short-cut rule, which requires a cut:

1. to be in a straight line.
2. to cross an axis of local symmetry.
3. to join two points on the outline of a silhouette such that at least one of the two points has negative curvature,
4. to be the shortest one if there are several possible competing cuts.

On the other hand, if the user’s posture is known, it is possible to predict where the cuts are. In order to easily obtain the main cuts, the user must stand in a predefined posture adequate for finding all the joints of the body model (see Fig. 3). If the user assumes the same posture shown in Fig. 3, facing the stereoscopic system, the system will be able to perform the initialization correctly since it will be able to analyze all the user’s joints adequately.

2.3 Initialization of the Body Model

Studying the initial posture in Fig. 3, it can be found that negative and positive minimum curvature points lay near the joints that we aim to find. Therefore, according to the short-cut rule and taking into account the user’s initial posture, we propose the next rules to decompose the human shape:

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Fig. 1 The human body shape.}
\caption{The human body shape.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Fig. 2 Articulated body model.}
\caption{Articulated body model.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{Fig. 3 B-spline interpolation, initial posture and obtained cuts.}
\caption{B-spline interpolation, initial posture and obtained cuts.}
\end{figure}
1. The Back is found at the negative minimum curvature point with the lowest \( y \) component.
2. The Neck is placed at the middle point of the cut between the two negative minimum curvature points with the highest \( y \) component.
3. The body’s principal axis is built with the Neck and Back points. This axis divides the human body shape into two parts.
4. Shoulders are located at the middle point of the cut between the negative minimum curvature point with the highest \( y \) of the left/right side, and the negative minimum curvature point with lowest \( y \) component of the left/right side, excluding the Back point.
5. Elbows are placed at the middle point of the cut between the negative minimum curvature point with highest/lowest \( x \) component and positive maximum curvature with highest/lowest \( x \) component, where \( x \) and \( y \) refer to the horizontal and vertical image coordinates respectively. Figure 3 also shows the human body model that results from the obtained cuts.

Subsequently, the positions of the shoulders and elbows joints are estimated as the cut middle point. Once the joints’ 2D positions in each image of the stereo pair are established, their 3D positions can be estimated using the midpoint triangulation method. With this method, the 3D position is computed projecting each joint’s 2D position onto each image to infinity and computing the 3D coordinates as the nearest point to these two lines.\(^{17}\)

Finally, wrist joints have to be estimated to complete the body model. However, they cannot be detected using the proposed shape analysis method. Due to this, the color cue is used to find the hands on the images.\(^{18}\) To locate wrists, the hands are approximated by means of ellipses. Using the previously located 3D positions of the elbows, the intersection between a 2D line defined by the elbow and center of the hand positions and the 2D ellipse hand approximation is located in the image.

### 3 Vision-Based Motion Capture

The described method of building a human body model has been used at the initialization stage of a motion capture system.\(^{3}\) The main advantage of the proposed system is to avoid the use of invasive devices on the user. Besides, the whole process must be done in real time because the system is used in virtual environments where the interaction must be done under very strict deadline times if good feedback rates are to be achieved.

This approach combines video sequence analysis, visual 3D tracking, and geometric reasoning to deliver the user’s motions in real time. As a consequence, the end user can make large upper body movements in a natural way in a 3D scene. For example, the user can explore and manipulate complex 3D shapes by interactively selecting the desired entities and intuitively modifying their location or any other attributes in real time. This technology could be used to implement a wide spectrum of applications where an individual user could share, evaluate key features, and edit virtual scenes between several distributed users. One key novelty of the present work is the possibility to interact in real time, in 3D, through the current body posture of the user in the client application.

Presently, the system is able to process not only the 3D position of the end effectors but also a set of human gesture signs, hence offering a richer perceptual user interface.

### 4 Conclusions

This paper presents an algorithm for initializing a human body model in an automatic way, that is, estimating the user’s anthropometric measurements. This model is adequate for motion capture purposes. The algorithm is mainly based on shape analysis and human body silhouette decomposition. In order to automatically model the user’s body, a set of rules are defined that, when followed, produce the desired result if the user stands in a predefined posture.
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