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1 Introduction

The characterization of reflective properties of materials can be realized by defining the function that determines how reflected radiance is distributed in terms of the distribution of incident radiance. This function is the bidirectional reflectance distribution function (BRDF). BRDF as a model is useful for different kinds of reflection descriptions and depends only on the characteristics of the material surface. The completely diffuse bihemispherical albedo can be derived through integration of the BRDF for the entire solar and viewing hemisphere, while the direct beam directional hemispherical albedo can be calculated through integration of the BRDF for a particular illumination geometry. To estimate remotely sensed albedo, reflectance measurements must be interpreted with the help of BRDF models for retrieving the required variables from the actual observations. In general, BRDF models can be classified into one or two of these categories: theoretical model (physical-based model), data-driven model, and empirical model (phenomenological model). Theoretical models try to accurately explain light scattering by using physics laws. The typical theoretical model was the microfacet model, which was the basis for the individual models such as Torrance-Sparrow BRDF, Cook-Torrance Oren-Nayar BRDF, and so on. They usually lead to complex expressions and high computational effort. These theoretical models result in a very difficult nonlinear optimization problem; thus they are not normally employed in rendering systems. In contrast, data-driven techniques use the measured data for rendering, which describe reflectance directly based from the tabulated data. However, the classical data-driven techniques, like tensor factorization, are not well suited for data sets as they require a resampling of the high-dimensional measurement data to a regular grid. It interpolates and extrapolates new BRDF models from the representative BRDF data. The aim of the empirical model is to provide a simple expression that can be fast computationally and adjustable by parameters, but the empirical models approximate the reflectance without analyzing the underlying principles of physics. It is often used to generate ad hoc empirical formulas attempting to reproduce the typical reflectance properties seen in real surfaces. One of the first empirical models in terms of an exponent parameter responsible for darkening was advanced by Minnaert to model the lunar surface reflectance. Phong is still a very popular BRDF model, and it was the first description for a non-Lambertian surface, which is an empirical model according to its simplicity. This has made it one of the most used empirical models in light reflection description. However, Phong models are not appropriate for many objects when the experiments were implemented on laser detection systems. In this paper, an empirical model with new parameters was put forward to calculate the reflectance in terms of the distribution of incident radiance.

A diffuse surface complies with the BRDF that has the same reflective intensity values for all incident and outgoing directions. This substantially reduces the computations and thus it is commonly used to model diffuse surfaces as it is physically plausible, even though there are no pure diffuse materials in the real world. For diffuse reflection, the light is reflected on a tarnished surface. Its intensity follows the
Lambert’s cosine law. According to the cosine law, the intensity of diffuse reflection light is proportional to the cosine of the angle between the incidence light and the surface normal to the target to the lowest order. Furthermore, the intensity is inversely proportional to the square of the distance between the target and the observation. However, most objects are not tarnished and cannot be considered as Lambertian surfaces in practice. As far as we know, some methods were reported to obtain the absolute reflectance of different targets based on the extracted intensity. Generally speaking, objects with high reflectance, such as snow or a metal roof, show a higher reflected intensity than dark objects, such as the asphalt roadway. Höfle has summarized two different methods, data-driven correction and model-driven correction, to correct the intensity data for the influences resulting in a value proportional to the reflectance of the scanned surface. Then Wagner indicated that the pulse waveforms provide important information about the reflectance of the observed targets, geophysical parameter retrieval, and advanced geometric modeling. Except for intensity extraction from the waveforms, Paul introduced a method of using the number of photons returned to each detector to calculate the received power; then the reflectance of the targets can be deduced. Besides these reflectance measurement methods based on intensity calculation, Wei proposed a means of target surface reflectance measurement by measuring incidence energy, laser spot size, and reflection energy directly. In addition to intensity values, incident angle and measuring distance are also crucial information for reflectance calculation. For example, angle-resolved scattering techniques have to deal with issues of changing area of illumination with incident angle, which varies according to the cosine of the incident angle of the lowest order, and possible shadowing and multiple scattering effects at large incidence angles. In this study, the reflected pulse energy of the objects is calculated based on their returned full-waveforms, and the laser detection experiments are designed and implemented with variational incident angles and detection distances.

Recently most state-of-the-art full-waveform laser detection systems record the intensity of the returned pulse in addition to recording the time of a returned pulse. That is, they not only measure the fact that there is a returned pulse, but also measure the intensity of the full returned echoes. The new technology of full-waveform laser detection systems permits us to record the complete waveforms of the backscattered pulses. Besides, a series of new experimental full-waveform laser detection systems have been developed by scientists, and the measurements have been carried out. In 2003, Jutzi constructed an experimental system to record the returned signals of targets based on which different urban materials could be distinguished. However, the minimum recording time was 1 ms per measurement of the returned waveform. In addition, Kirchhof utilized a full-waveform laser detection system to obtain three-dimensional points of the surface. However, in this system the laser had a pulse duration of 5 ns at full-width-at-half-maximum (FWHM) and the bandwidth of the detector was only 250 MHz. The temporal resolution would be low because of the short pulse duration and the narrow bandwidth of the detector. In order to improve the sampling frequency, the bandwidth of the detector, and the pulse duration, an experimental laser detection system with a sampling frequency of 1 GHz was set up in our laboratory for measuring the reflectance of different targets in this study. The energy of the returned waveforms of these three targets was calculated based on the data collected by the laser detection system, which has a 1064-nm laser transmitter with a pulse duration of 6 ns at FWHM. Moreover, the sampling time can be long enough, thanks to the large storage capacity of the laser detection system.

The remainder of this paper is organized as follows. In Sec. 2, the setup of the full-waveform laser detection system was introduced and the data acquisition mode was described; then Lambertian-based light scattering theory of laser detection was elaborated. In Sec. 3, the energy estimations of returned waveforms were processed in two ways [integral of waveform (IW) method and pulse peak multiplying by FWHM (PF) method]. Then, the novel empirical parameters are proposed to evaluate the degree of the non-Lambertian reflectance of materials in Sec. 4. The concluding remarks are given in Sec. 5.

2 Setup and Methodology

2.1 Setup

The purpose of the setup of the full-waveform laser detection system is to record the transmitted pulses and the returned waveforms for measuring the reflectance of different objects in this study. The laser pulse was transmitted from a 1064-nm laser on the opposite side of the target. Laser controllable repetition rate can be controlled from 1 Hz to 5 kHz, and the average power of the laser is 83 mW at a 5 kHz repetition rate. The light scattered from the sample is received by the focusing lens and part of it is detected by a PIN photodetector. Specific characteristics of optical devices mentioned above are shown in Table 1. The detected pulses were recorded by the data acquisition system. The data acquisition system includes a data acquisition card and a control unit, both of which are constructed by National Instruments (NI), Austin, TX. NI5751R was used as the control unit, which includes a reconfigurable field-programmable gate array module and an adapter module. The control unit, which can be programmed by Labview software, triggers the digitizer and the laser transmitter to collect data and transmit pulses, respectively. The PXI-5154 high-speed digitizer with 8 Mb onboard memory is used as the data acquisition card. It can be programmed by Labview software to set the acquisition mode and has a maximum real-time sampling frequency of 1 GHz. Both the PXI-5154 digitizer and NI5157R are plugged into the PXe-1082 eight-slot chassis constructed by NI as well.

The PXI-5154 high-speed digitizer has three channels, two of them (CH0 and CH1) can not only be selected as a data acquisition channel, but also be used as a trigger channel. The remaining one (TRIG) can only be used as a trigger channel. In this study, CH0 was the data acquisition channel and CH1 was the trigger channel. Before the step of data acquisition, PXI-5154 should be initialized by the driver, and then parameters such as sampling rate, amplitude range, and trigger mode need to be set. The 1 GHz sampling rate was set to meet the requirement for reducing distortion of the collected signal. Therefore, the laser transmitted pulses and the received waveforms were sampled at 1-ns intervals with 8-bits amplitude resolution. The amplitude range was set...
according to the intensity value of the returned waveforms detected by the PIN photodetector. The waveform data were collected by PXI-5154 using edge-triggered mode. When NI5751R sent a trigger pulse into CH1, PXI-5154 started to collect data and the transmitted pulse or the returned waveform data were collected through CH0 and stored in binary format.

### 2.2 Light Scattering Theory

The received energy of the laser detection system is mainly affected by four essential factors: instrumental and atmospheric effects, the target scattering characteristics, and the measurement geometry. The radar equation summarizes thepheric effects, the target scattering characteristics, and the atmospheric transmission factor $\eta_{atm}$ and system factor $\eta_{sys}$ into consideration, the received energy can be revised as

$$P_R = \frac{P_T D^2 \rho \cos \alpha}{4 R^2}. \quad (7)$$

Furthermore, if the surface has Lambertian scattering characteristics, then $\Omega$ can be set as $\pi$. Substituting Eq. (6) into Eq. (7), we can obtain

$$P_R = \frac{P_T D^2 \rho \cos \alpha}{4 R^2}. \quad (8)$$

Lambertian is a description of scattering and reemission of light from the body of a surface. Some of the ray is reflected at the surface into the detector, and the rest passes through the surface into the body of the object. In the process of transmission and detection of the reflected light, the laser pulse energy would be lost. Thus, taking the atmospheric transmission factor $\eta_{atm}$ and system factor $\eta_{sys}$ into consideration, the received energy can be revised as

$$P_R = \frac{P_T D^2 \eta_{atm} \eta_{sys} \rho \cos \alpha}{4 R^2}. \quad (9)$$

Finally, the target reflectance $\rho$ can be deduced as

$$\rho = \frac{4 P_T}{D^2 \eta_{atm} \eta_{sys} \cos \alpha \cdot P_R}. \quad (10)$$

The atmospheric transmission factor $\eta_{atm}$ can be neglected in our experiments since the transmission of laser pulse is within the optical table in a few meters distance. In this paper, the detecting and sampling system factor $\eta_{sys}$ was 0.95, measured by the light power meter. The aperture diameter $D$ of the focusing lens is 35 mm. The detail of parameters $R$ and $\alpha$ recorded in the experiments will be described in Sec. 5.2. The two methods for calculating $P_R$ and $P_T$ from waveforms will be introduced in Sec. 5.3.
3 Experiment and Results

3.1 Experiment Procedure

In order to research the reflectance of different materials, three kinds of objects, gray-cement concrete, red dull paper, and gray indoor tile, are selected to carry out experiments to collect the returned waveforms at different ranges \( R \) and incident angles \( \alpha \). The optical path illustration of the laser detection system is shown in Fig. 1. The 1064-nm YAG laser is placed on a rotator, which is also an angle ruler for the purpose of adjusting the incidence angle. The laser pulses hit the targets, and then the light scattered from the targets passes through the focusing lens and part of it is detected by the PIN photodetector which is positioned at the focal point of the scattered light. Then the detected light is converted into electrical signals by the PIN photodetector and finally collected by the data acquisition system. To collect the returned waveforms at these three targets at different ranges \( R \) and incident angles \( \alpha \), multigroup experiments were carried out and the experiment results were recorded. First, the distance between target and focusing lens was fixed, and the rotator angle between the incident laser beam and the surface normal of the target was changed from 15 to 75 deg with a step of 15 deg. Then the distance between target and focusing lens was adjusted from 100 to 500 mm with a step length of 100 mm. At each fixed distance, the rotator angle was changed from 15 to 75 deg. Thus, at least 75 groups of experimental results for a certain material were saved to investigate the fundamental physics of the light scattered from materials.

3.2 Two Energy Calculation Methods and Results

The waveforms are collected and saved for calculating the energy of the transmitted and returned pulses after Gaussian filtering. The typical demonstrations of raw echo waveforms and the filtered echo waveforms obtained in groups of experiments are shown in Fig. 2. The gray curves denote the raw waveforms, while the black ones represent the filtered waveforms. Three subplots of gray-cement concrete, red dull paper, and gray indoor tile all denote three raw echo waveforms and the corresponding filtered echo waveforms collected at an incidence angle of 15 deg and at a detection distances of 100, 200, and 300 mm, respectively. The filtered waveforms will be used to calculate the energy of the transmitted pulse and returned waveforms in two ways, described as follows.

3.2.1 Method 1: Integral of waveform

The photodetector converts optical power of the detected scattered light into electrical signals, and the conversion coefficient is a constant within the working range, which is defined as \( K \). Hence, the energy is calculated by integrating the transmitted waveform or the returned waveform. This energy calculation method was referred to as the IW method. We can deduce the reflectance as

\[
\rho = \frac{4R^2}{D^2\eta_{atm}\eta_{sys}\cos\alpha} \int_{t_1}^{t_2} f_R(t)dt,
\]

where \( t_1 \) and \( t_2 \) are the beginning and end of relative time of the waveform. \( f_R(t) \) is the filtered returned waveform and \( f_T(t) \) is the filtered transmitted waveform.

3.2.2 Method 2: Pulse peak multiplying by FWHM

Although the returned and the transmitted waveforms were filtered by Gaussian filter, it is not easy to completely eliminate the noise. If the signal has low intensity relative to noise, the energy estimated by IW method would be blurred. Average power of the returned and the transmitted waveforms can be closely estimated by multiplying the pulse peak intensity with the FWHM to its interval. This method was referred to as the PF method, and the reflectance \( \rho \) is rewritten as

\[
\rho = \frac{4R^2}{D^2\eta_{atm}\eta_{sys}\cos\alpha} \frac{I_R\omega_R}{I_T\omega_T},
\]

where \( I_R \) and \( I_T \) are the pulse peak intensity of the filtered returned and transmitted waveforms, respectively; \( \omega_R \) and
\( \omega_T \) are FWHM of the filtered returned and transmitted waveform, respectively.

### 3.3 Relationship of \( R^2 P_R \) and Reflectance

The energy values of the returned waveforms of these three targets at different ranges and incident angles have also been calculated using IW and PF methods, respectively. Figure 3 plots the straightforward relationship between the returned energy \( P_R \) and the detection distance \( R \), which shows a roughly inverse square law when the incident angle is fixed. It indicates that the received waveforms are credible because the relationships are in conformity with the conclusion reported by other researchers. However, the lines are not strictly straight lines as shown in Fig. 3, which may have resulted from the measured deviation in the experiment or the calculation error caused by the waveform noise which has not been eliminated. The average values of \( R^2 P_R \) for gray-cement concrete, red dull paper, and glazed indoor tile using IW method are estimated as 0.0026 ± 0.0003, 0.0079 ± 0.0019, and 0.0040 ± 0.0011, respectively. Likewise, they are calculated to be 0.0020 ± 0.0002, 0.0068 ± 0.0015, and 0.0034 ± 0.0008 using the PF method. Further, it indicates that the received waveforms and the calculated energy are credible. When the incident angles are changed from 15 to 75 deg at a step of 15 deg, the average values of \( R^2 P_R \) estimated for gray-cement concrete using IW method are 0.0026, 0.0020, 0.0026, 0.0027, and 0.0029, respectively. It is to be noted that the values of \( R^2 P_R \) are not in direct proportion to the cosine of the angle for the three tested targets whether the IW method or PF method is adopted. Even so, the values of \( R^2 P_R \) can also represent the energy reflectance ability of different materials. As mentioned above, the deduction based on Lambertian theory seems to not follow the physical law because most material surfaces do not have Lambertian behavior. Thus, it is necessary for us to put forward some models based on non-Lambertian for these three targets.

### 4 Modified Empirical Models

#### 4.1 Empirical Models

The Lambertian-based scattering light theory shows that the apparent brightness of the target remains the same for all viewing angles. And the surface is called Lambertian when the body reflection obeys Lambert’s cosine law, i.e., the intensity is directly proportional to the cosine of the angle from which it is viewed. This results in a radiation pattern that resembles a sphere. The ideal Lambertian target has the highest and most constant diffuse reflectance. In order to get the real reflectance distribution, the distribution ratio \( \cos \alpha \) was replaced by \( k(\alpha) \) and the reflectance is deduced as

\[
\rho = \frac{C(\alpha)}{k(\alpha)}. \quad (12)
\]

According to Eq. (11), \( C(\alpha) \) is

\[
C(\alpha) = \frac{4R^2P_R(\alpha)}{D^2n_{\text{atm}} n_{\text{sys}} PT}. \quad (13)
\]

\( C(\alpha) \) estimated for different targets is varied with incident angle \( \alpha \), as shown by data labeled with ◊ in Fig. 3. For subplots of Figs. H(1), H(2) and H(C), the received pulse energies were calculated by the IW method, and for subplots of Figs. H(3), H(C), and H(T), the received pulse energies were calculated by the PF method. At the same incidence angle, the data labeled with ◊ in the vertical direction of Fig. 3 shows the variations due to two reasons. One is that values of \( R^2 P_R(\alpha) \) were measured at different detection distances, which results in the measurement errors. The other one is that the values of \( C(\alpha) \) in terms of \( P_R \) were estimated from two methods, IW and PF, which generated the calculation errors. It should be noted that the values of \( C(\alpha) \) calculated from PF method at the same incidence appear more plausible than those calculated from the IW method, which
proved that PF method can reduce noise to a minimum, especially for signal in a low-SNR environment. Another point of view is that even though the values of $C(\alpha)$ of gray-cement concrete increase with the increase of incident angle, the values of $C(\alpha)$ of red dull paper and glazed indoor tile decrease with the increase of incident angle. It leads to an intuitionistic phenomenon that various materials have different characteristics of scattering light when the incidence angles are adjusted. Therefore, the reflectance distribution ratio $\kappa(\alpha)$ related to the incidence angle must be reconsidered to describe material scattering light characteristics rather than being $\cos \alpha$ only.

As we know, the statistical data analysis functions were used to acquire knowledge on measured values distribution in order to have an image based on accuracy and precision of measurements. After that, curve fitting algorithms were employed to find a function with minimal error, which complies with the measured data and can be a good candidate for calibration function. Here, we will present the obtained results of statistical analysis and curve fitting and the conclusions that can be drawn from these results. The values of $C(\alpha)$, calculated by both PF and IW methods, will employ different types of functions of $\rho(\alpha)$ for curve fitting. In order to rebuild the distribution ratio $\kappa(\alpha)$, the reflectance distribution was described by an ellipsoid model, a semi-ellipsoid model, and Phong’s model as described below.

### 4.1.1 Semi-ellipsoid model

An ellipsoid with a long axis ($z$ axis) of length 2b and two short axes ($x$ and $y$ axes) of length 2a, whose center locates at (0, 0, b), is referred to as an ellipsoid model. The length of any point of an ellipsoid regarded as reflectance distribution $C(\alpha)$ is written as

$$C(\alpha) = \rho_{se} \sqrt{\frac{\eta_{se}^2 \cos^2 \alpha}{\sin^2 \alpha + \eta_{se}^2 \cos^2 \alpha}}.$$  \hspace{1cm} (14)$$

$\eta_{se}$ is the ratio of the short axis of the semi-ellipsoid to the long axis, that is, $\eta_{se} = a/b$. $\rho_{se}$ is the reflectance estimated by fitting Eq. (14) to the measurement data of $C(\alpha)$. The fitting curves using Eq. (14) were shown as black solid lines in Fig. 4.

### 4.1.2 Ellipsoid model

A prolate ellipsoid with a long axis ($z$ axis) of length 2b and two short axes ($x$ and $y$ axes) of length 2a, whose center locates at (0, 0, b), is referred to as an ellipsoid model. The length of any point of an ellipsoid regarded as reflectance distribution $C(\alpha)$ is written as

$$C(\alpha) = \rho_{e} \frac{\eta_{e}^2 \cos \alpha}{\sin^2 \alpha + \eta_{e}^2 \cos^2 \alpha}.$$  \hspace{1cm} (15)$$

$\eta_{e}$ is the ratio of the short axis of the ellipse to the long axis, that is, $\eta_{e} = a/b$. When $\eta_{e} = 1$, $\kappa(\alpha) = \cos \alpha$; thus the ellipsoid becomes a sphere. Lambertian model is thought to be an extended example of the ellipsoid model. $\rho_{e}$ is the fitting reflectance estimated by Eq. (15). The fitting curves using Eq. (15) are shown as gray solid lines in Fig. 4.

### 4.1.3 Phong’s model

Phong’s model indicates that the amount of light perceived by the viewer depends on the angle between the outgoing light and the direction of the viewer and is proportional to $\cos^\alpha \alpha$. The fitting curves were shown as the dotted lines and dashed lines with colors of black and gray in Fig. 4.
4.2 Fitting Results

In order to perform and analyze curve fitting, we define the functions mentioned above, which depend on the parameters in terms of the incident angle \(\alpha\) and the fitting reflectance \(\rho\). In this study, if the fitting functions of Phong models with different values of \(n\) are selected with a trend of monotonic growth or regression, the functions are obviously not suitable for all the targets at the same time. Just as the curve fitting with gray dashed line and dotted line for gray-cement concrete are increasing, the values of \(n\) of fitting functions are \(-1\) or \(-1/2\), while as the fitting curves with black dashed line and dotted line for red dull paper and glazed indoor tile are decreasing, the values of \(n\) are 1 or 1/2, as shown in Fig. 4. When Eqs. (14) and (15) are used as the fitting functions, the fitting results are averagely credible as shown by the black and gray solid curves in Fig. 4. The root mean square of estimated residuals of the fitting curves for three materials are shown in Table 2. From Fig. 4 and Table 2, we can see that estimated residuals calculated by the PF method were also less than those calculated by the IW method. From another point of view, it can prove that the energy calculated by the PF method can create the noise elimination effect.

As mentioned earlier, the parameter \(\kappa(\alpha)\) relative to incidence angle is utilized to simulate the real material scattering light characteristic instead of being cos \(\alpha\) only. For ellipsoid model, the \(\eta_{fe}\), called ellipsoid distribution ratio (EDR), is a ratio of the semiprincipal axes of \(x\)-axis length to \(z\)-axis length. For semi-ellipsoid model, \(\eta_{fe}\) is a ratio of the semiprincipal axes of \(x\)-axis length to \(z\)-axis length, which can be referred to as semi-ellipsoid distribution ratio (SEDR). The values of EDR and SEDR, which can be defined from zero to infinity, are different with the various targets. Thus, they can both be denoted as the empirical factors influenced by the scattering characteristics of materials and can be used for materials discrimination. As mentioned above, when \(\eta_{ke} = 1\), the ellipsoid model becomes a sphere. Thus, when EDR \(\eta_{fe}\) was estimated \(>1\), the greater values of EDR \(\eta_{fe}\) indicate that the distribution ratio \(\kappa(\alpha)\) deviated more from a sphere, namely, the targets behave increasingly like a non-Lambertian. From Table 2, it can be seen that the values of EDR \(\eta_{fe}\) and SEDR \(\eta_{fse}\) have roughly equal ratios for these three targets based on both the IW method and the PF method. So we can see that the values of EDR \(\eta_{fe}\) and SEDR \(\eta_{fse}\) reveal a similar material characteristic of non-Lambertian scattering. Here, the bigger values of EDR and SEDR indicate that the surface is more non-Lambertian. The gray-cement concrete has the largest values of \(\eta_{fe}\) and \(\eta_{fse}\) to act as a target deviating from non-Lambertian mostly, which is consistent with the physical fact reported in Ref. [13]. More specifically, for gray-cement concrete, red dull paper, and glazed indoor tile, the EDR \(\eta_{fe}\) are calculated by IW method to be 2.82, 1.62, and 1.25, respectively, and SEDR \(\eta_{fse}\) are calculated by IW method to be 1.42, 0.66, and 0.41, respectively. Except for the empirical factors, EDR \(\eta_{fe}\) and SEDR \(\eta_{fse}\), the fitting reflectance \(\rho_{fe}\) and \(\rho_{fse}\) also vary with different targets, which are shown in the third and fourth rows of Table 3. We can see that the estimation values of fitting reflectance \(\rho_{fe}\) and \(\rho_{fse}\) are on a same scale for the three kinds of targets. The underlying relationship of the fitting reflectance and modified reflectance calculated from the modified formulas will be proved in the next part.

4.3 Modified Reflectance

4.3.1 Reflectance results

Based on the empirical factors of SEDR \(\eta_{fse}\) and EDR \(\eta_{fe}\), the modified reflectance of the targets are rewritten as

\[
\rho_{fse} = \frac{4R^2}{D^2\eta_{fse}\eta_{sys} \frac{\sin^2\alpha + \eta_{fse}^2 \cos^2\alpha}{\sin^2\alpha + \eta_{fe}^2 \cos^2\alpha}} \times \frac{P_R}{P_T}, \quad (16)
\]

\[
\rho_{fe} = \frac{4R^2}{D^2\eta_{sys}\eta_{sys} \frac{\sin^2\alpha + \eta_{fe}^2 \cos^2\alpha}{\sin^2\alpha + \eta_{fe}^2 \cos^2\alpha}} \times \frac{P_R}{P_T}, \quad (17)
\]

### Table 2

The estimated residuals of fitting curves.

<table>
<thead>
<tr>
<th>Targets</th>
<th>Concrete</th>
<th>Paper</th>
<th>Tile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Models</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IW</td>
<td>PF</td>
<td>IW</td>
<td>PF</td>
</tr>
<tr>
<td>(\rho_{fe}/(\sin^2\alpha + \eta_{fe}^2 \cos^2\alpha)^{1/2})</td>
<td>0.05</td>
<td>0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>(\rho_{fe}^2 \cos\alpha/(\sin^2\alpha + \eta_{fe}^2 \cos^2\alpha))</td>
<td>0.05</td>
<td>0.02</td>
<td>0.07</td>
</tr>
<tr>
<td>(\rho \cos\alpha)</td>
<td>0.10</td>
<td>0.07</td>
<td>0.15</td>
</tr>
<tr>
<td>(\rho(\cos\alpha)^{-1})</td>
<td>0.08</td>
<td>0.07</td>
<td>0.37</td>
</tr>
<tr>
<td>(\rho(\cos\alpha)^{-1/2})</td>
<td>0.08</td>
<td>0.05</td>
<td>0.07</td>
</tr>
<tr>
<td>(\rho(\cos\alpha)^{-1/2})</td>
<td>0.06</td>
<td>0.04</td>
<td>0.24</td>
</tr>
</tbody>
</table>
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Figure 5 shows the relationships between the modified reflectance of the three targets and incident angle when detection distances were changed in experiments. The subplots (a), (b), and (c) in the upside of Fig. 5 are the modified reflectance results estimated by the IW method, and the subplots (d), (e), and (f) below are modified reflectance results estimated by the PF method. As seen from Fig. 5, the black dashed lines represent the modified reflectance $\rho_{\text{mse}}$ calculated from Eq. (16) based on the semi-ellipsoid model, while the gray solid lines represent the modified reflectance $\rho_{\text{me}}$ calculated from Eq. (17) based on the ellipsoid model. The modified values are also displayed in the fifth and sixth rows of Table 3, respectively. It can be noted that the modified reflectance $\rho_{\text{mse}}$ and $\rho_{\text{me}}$ for the three targets are roughly distributed in a horizontal line, which means that the modified reflectances are approximately constant and can represent the average ability of material reflectance. The modified reflectance values of gray-cement concrete using the IW method are calculated to be $0.1304 \pm 0.0340$ using Eq. (16) and $0.1234 \pm 0.0325$ using Eq. (17), respectively.

The modified reflectance of gray-cement concrete using PF method are calculated to be $0.1193 \pm 0.0160$ using Eq. (16) and $0.1104 \pm 0.0161$ using Eq. (17), respectively. From the values of Std, it can be seen that better results with the minimal error can be deduced by the PF method. It can also be deduced from the other two targets. And the modified reflectance estimated for red dull paper and glazed indoor tile calculated by PF method are $0.5850 \pm 0.0441$ and $0.5190 \pm 0.0982$ using Eq. (16) and $0.5189 \pm 0.0982$ using Eq. (17), respectively. The Std of the modified reflectance $\rho_{\text{mse}}$ estimated for three targets are smaller than Std of $\rho_{\text{me}}$. In general words, the modified reflectance obtained by the PF method based on the semi-ellipsoid model has the minimal error.

As shown in Fig. 6, the two kinds of reflectance, which are the modified reflectance and the fitting reflectance, are estimated in a combined manner of two energy-estimation methods (IW and PF) and two modified reflection distribution models (EDR and SEDR). The combined manners are labeled on the $x$-coordinate. For example, IW-FSE means the modified reflectance estimated by the IW method based on the semi-ellipsoid model.

### Table 3 Fitting coefficients and modified reflectance results for three targets.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Concrete</th>
<th>Paper</th>
<th>Tile</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>IW</td>
<td>PF</td>
<td>IW</td>
</tr>
<tr>
<td>$\eta_{\text{fse}}$ (SEDR)</td>
<td>1.4226</td>
<td>1.2031</td>
<td>0.6601</td>
</tr>
<tr>
<td>$\eta_{\text{fe}}$ (EDR)</td>
<td>2.8220</td>
<td>2.5507</td>
<td>1.6215</td>
</tr>
<tr>
<td>$\rho_{\text{fse}}$ (fitting reflectance)</td>
<td>0.1609</td>
<td>0.1506</td>
<td>0.7641</td>
</tr>
<tr>
<td>$\rho_{\text{fe}}$ (fitting reflectance)</td>
<td>0.1511</td>
<td>0.1376</td>
<td>0.6565</td>
</tr>
<tr>
<td>$\rho_{\text{mse}}$ (modified reflectance)</td>
<td>0.1304</td>
<td>0.1193</td>
<td>0.6018</td>
</tr>
<tr>
<td>$\rho_{\text{me}}$ (modified reflectance)</td>
<td>0.1234</td>
<td>0.1104</td>
<td>0.5309</td>
</tr>
</tbody>
</table>

![Fig. 5 Modified reflectance based on semi-ellipsoid model and ellipsoid model at different incident angles and detection distances.](https://www.spiedigitallibrary.org/journals/Optical-Engineering)
fitting reflectance estimated using the IW method and SEDR, while the PF-ME means the modified reflectance estimated using the PF method and EDR. We can see that the eight results for each target display definite and potential links among each other. First, the reflectance values estimated from both IW and PF methods have a similar distribution trend, as shown in the first four reflectance data and the last four reflectance data in Fig. 6. Second, the reflectance values estimated from the IW method are bigger than those estimated from the PF method. This is because the energy of the received pulse using the IW-based method contains more noise than the energy of received pulse using the PF-based method. In summary, the modified reflectance can be used for reflectance estimation based on the PF method.

4.3.2 Reflectance calibration

No studies of the influences of composition and exposure on the infrared reflectance of gray-cement concrete were found in an extensive electronic search of engineering, physics, material science, and transportation literatures. However, we can calibrate and estimate the results according to the emissivity of the targets. Essentially, emissivity is the relative ability of a material’s surface to emit energy as radiation. In general, the duller and blacker a material is, the closer its emissivity is to 1. The more reflective a material is, the lower its emissivity is. Most solid objects exhibit very low transmission of infrared energy; thus the majority of incident energy is either absorbed or reflected. It can be stated as follows:

\[ 100\% = \text{Emissivity} + \text{reflectivity}. \]  

(18)

If emissivity increases, reflectance must decrease. For example, a plastic material with an emissivity of 0.92 has a reflectivity of 0.08. In this paper, the material was underlying in the infrared; tables of emissivity values in the infrared are only approximated values for real materials, which are provided in Refs. 23 and 24. A range of emissivity values lying in the infrared; tables of emissivity values in the infrared; approximated values for real materials are provided. The emissivity value of concrete, which has a rough surface and gray color, is 0.97, and the emissivity value of paper, which has a dull surface and red color, maybe 0.9, while the emissivity value of tile, which has a smooth surface and gray color, is 0.94. Thus, the approximated reflectance values are close to 3:10:6 for gray-cement concrete, red dull paper, and glazed indoor tile. This can provide a calibration standard for the modified reflectance. Here, we have obtained that the average 1064-nm reflectance of the gray-cement concrete was 11.93%; the average 1064-nm reflectance of the red dull paper was 58.51%; and the average 1064-nm reflectance of the brown glazed tile was 35.08%. Thus, modified reflectance is close to 1:5:3 for gray-cement concrete, red dull paper, and glazed indoor tile. It is clear that there is a definite link between the modified reflectance ratio and the reflectivity deduced by certain emissivity of the targets. This provides the credible basis for our results to some extent.

5 Conclusion

In this study, a full-waveform laser detection system was built to study the reflectance of three different targets, which are gray-cement concrete, red dull paper, and gray indoor tile. Based on this laser detection system, the returned waveforms of these three different objects were collected. The filtered waveforms were used to calculate the returned energy of these different targets at 1064 nm in the infrared band, and then the reflectance can be calculated with different models. The returned energy was calculated by two methods (IW method and PF method), and the results show that the echo pulse energy is inversely proportional to the square of the detection distance. Moreover, it has been indicated that the PF method is better than the IW method since the PF method can create the noise elimination effect. When the reflectance was calculated depending upon the Lambertian-based scattering light theory, the results are not consistent with physical reality. Thus, empirical models, which are the semi-ellipsoid model and the ellipsoid model, for non-Lambertian are put forward to recalculate the reflectance of the targets. The ratio of semiprincipal axes, SEDR of the semi-ellipsoid model, and EDR of the ellipsoid model could be used as the empirical factors to describe the degree of non-Lambertian-based material scattering, and the bigger values of SEDR and EDR reveal targets with more deviation from non-Lambertian. The modified reflectance shows that the semi-ellipsoid model is most applicable here and has a linear relationship with the fitting reflectance.
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