Method for quantifying image quality in push-broom hyperspectral cameras

Gudrun Høye
Trond Løke
Andrei Fridman
Method for quantifying image quality in push-broom hyperspectral cameras

Gudrun Høye,* Trond Løke, and Andrei Fridman
Norsk Elektro Optikk, Prost Stabels vei 22, Skedsmokorset N-2019, Norway
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1 Introduction

Hyperspectral cameras—also called imaging spectrometers—are increasingly used for various military, scientific, and commercial purposes. Important criteria for the image quality of such cameras are image sharpness as well as good spatial and spectral coregistration. Spatial misregistration, caused by keystone and variations in the point spread function (PSF) across the spectral channels, distorts the captured spectra.A Similar error occurs in the spectral direction (spectral misregistration, caused by the smile effect and corresponding PSF variation). Quantifying these errors, as well as the image sharpness, would allow for evaluation and comparison of the performance of different hyperspectral imagers. However, how to measure and quantify these errors is currently not well defined.

Usually, the two factors that cause spatial misregistration, keystone and the corresponding PSF, are addressed separately. The same is done for smile and the corresponding PSF. In Ref. 3, the authors measured keystone in their Offner camera by imaging a polychromatic point source at various positions along the slit. Smile was measured similarly by the use of various spectral lamps at specified wavelengths. The authors made certain assumptions about the shape of the keystone and smile in the camera in order to achieve their results. Keystone measurements, performed as described in Ref. 3, are very sensitive to the position of the point source relative to the pixel center, and some of the later methods address this issue by repeating the point source measurements at several positions within each characterized pixel.

More recently, the German Aerospace Center (DLR) performed a thorough laboratory characterization of two hyperspectral camerasNEO HySpex VNIR-1600 and SWIR-320m-e. The characterization included measurements of keystone, smile, and the full width at half maximum (FWHM) of the corresponding PSFs. In order to ensure high accuracy of the results, the keystone measurements were done for several point source positions within each characterized pixel.

A different approach for measuring keystone, smile, and the spatial and spectral response functions is proposed in Ref. 4. There, the authors suggest the use of a set of affordable reference objects for the measurements in order to simplify the hardware necessary for camera characterization. Keystone and spatial response functions are measured with a set of black and white bars that are located relatively close to the camera. This location of the test objects makes the method less suitable for characterization of cameras that are corrected for long distances, which includes all airborne and many field cameras. In order to reconstruct all the parameters from a sparse measurement matrix, various assumptions about the image geometry are made, and it is also necessary to interpolate the data. The obtained results have been used to reduce misregistration in hyperspectral data in post-processing by the use of deconvolution.6 The authors indicate that the accuracy of their method in its current implementation may be close to 0.1 pixels for the keystone measurements. However, keystone has to be characterized significantly more precisely than that in order to take full advantage of a good resampling technique for keystone correction in postprocessing.5 Also, residual keystone in good existing cameras is often ~0.1 pixels. Therefore, the current implementation of this method may not be suitable for high-end cameras, although the achieved precision is impressive considering the simplicity of the setup.
Keystone and smile measurements, as well as measurements of spatial and spectral PSF, provide invaluable feedback during alignment and focusing of hyperspectral cameras. However, it has been shown that keystone and smile, when considered independently from the corresponding PSFs, do not adequately describe coregistration errors. References 8 and 9 describe a method for characterizing spatial and spectral coregistration errors that combines keystone and smile with their corresponding PSFs into the spatial and spectral response functions. However, this approach does not accurately predict the maximum possible errors in the case of bright subpixel sized objects on a dark background. Also, this method is not sensitive to image sharpness and the effect it has on co-registration.

Image sharpness is an important parameter to consider when quantifying the image quality of a hyperspectral camera. Previous papers do not discuss the fact that a higher image sharpness (i.e., narrow PSFs) increases the errors caused by keystone and PSF variations in the acquired data. Existing criteria for quantifying image sharpness, such as PSF and modulation transfer function (MTF), are adapted for traditional imaging systems and it is not clear how to apply these methods to hyperspectral cameras where different wavelengths are channeled to different parts of the imaging sensor.

We wanted to find a method for quantifying the image quality of hyperspectral cameras that is intuitive, easy to implement, and not based on any prior assumptions about the nature of the errors or the scene, while at the same time providing a reliable and accurate way to compare the performance of different hyperspectral imagers. The method we suggest in this paper fulfills these requirements and is based on a very basic principle: simply determine “how much of the energy collected by the hyperspectral camera ends up in the correct pixel in the final data cube.” When this is known, image sharpness and spatial and spectral misregistration can easily be determined. These three parameters are particularly suitable for assessing camera performance in terms of output data quality and could be a valuable tool for camera manufacturers during the final stage of production for verifying the success of focus and alignment efforts. The same three parameters could also be a very convenient tool for camera users when they are choosing an instrument for their application.

In this paper, we will mainly focus on spatial misregistration and image sharpness in the across-track direction. The necessary measurements can then be obtained by moving a point source in subpixel steps along the pixel array in the across-track direction. This means that the method is easy to implement and only requires equipment that is normally already present in an optical lab (collimator with a point source and a high-resolution rotation or translation stage). For spectral misregistration caused by smile and corresponding PSF variations, similar measurements could be performed with the use of a spectrally tunable monochromatic light source.

We will explain the idea behind the method in more detail in Sec. 2, whereas the mathematical framework will be presented in Sec. 3. Section 4 describes the measurement procedure in detail. In Sec. 5 we quantify the performance of two HySpex SWIR 384 cameras using the suggested method. In Sec. 6 we briefly discuss how the method can be expanded for measuring spectral misregistration. The conclusions are given in Sec. 7.

2 Method

We will explain the nature of keystone and PSF variations in a hyperspectral camera and how the combined effect of these two error sources, i.e., spatial misregistration, can be measured in a simple and straightforward way. We will also explain what is meant by image sharpness, how the sharpness affects the errors caused by keystone and PSF variations, and how we suggest that this parameter be measured and quantified for a hyperspectral camera.

2.1 Keystone and PSF Variations

Consider a polychromatic point source that is captured by a hyperspectral camera and dispersed in the vertical direction. In the ideal case, the image of the point source would be a straight vertical line (see Fig. 1).

However, two things will happen in an optical system:

1. The position of the image of the point source will be somewhat different for different wavelengths. This difference will be small for good cameras and larger for less good cameras, see Fig. 1. This deviation from the ideal case is called keystone and causes errors in the captured spectra. Camera manufacturers, therefore, put a lot of effort into keeping the keystone at a minimum.

2. Even if we manage to build a camera with zero keystone, the captured spectra may still contain optics induced errors. The optics blur the image, and the problem is that this blur is wavelength dependent. Figure 1 shows how the image of the point source is smeared in the spatial direction due to optical blur. The smear is described by the PSF and may vary considerably between different spectral channels. It is clear from the figure that the captured spectrum of the point source will be wrong. For the shorter and longer wavelengths, all the energy ends up in the pixel of interest, whereas for the middle wavelengths, part of the energy ends up in the neighboring pixels instead.

![Spatial pixel dispersed into spectrum](image)

**Fig. 1** Image of a polychromatic point source in the ideal case.
2.2 Misregistration

Let us now consider a camera where both keystone and differences in PSF for different spectral channels are present. The image of the point source in different spectral channels may then look as shown in Fig. 4(a). Let the total energy in each spectral channel be normalized, i.e., set to have the value 1. The “true” spectrum for the point source will then be a straight line, as shown in Fig. 4(b) (dashed line). However, due to keystone and PSF variations, the captured spectrum [solid line in Fig. 4(b)] will deviate from the true spectrum by an amount that will differ for different spectral channels. This deviation can be used as a measure of misregistration and will include the effects from both keystone and PSF variations. For each spectral channel, for a given point source position in a given spatial pixel, the misregistration can then be calculated as the difference between the energy collected in that spatial pixel for that spectral channel and the mean energy for the corresponding pixel column. The misregistration should be given as a fraction of the mean energy, since it is the energy difference relative to the mean energy that decides how erroneous the resulting spectra will be. The misregistration may vary considerably for different point source positions within a spatial pixel. However, by measuring the misregistration across spectral channels for several different point source positions, the standard deviation (across spectral channels and point source positions within one spatial pixel) can be calculated and used as a measure of typical misregistration for that spatial pixel. The process can be repeated for all spatial pixels across the field of view (FOV).

The pixel column that contains the largest part of the energy for a given point source position is defined as the spatial pixel where the point source is located. One could argue that the errors in the spectrum (relative to the signal level) are even larger in the neighboring pixels, and that perhaps those pixels should be used to quantify the misregistration instead. However, there are several reasons why we do not recommend this. The signal levels in the areas of the PSFs that extend into the neighboring pixels are typically low, and it may be quite difficult technically to measure them precisely enough. Further, the measurement of the misregistration may become very sensitive to the step length between the point source positions, since a small change in point source position can lead to large changes in the measured misregistration.

Fig. 2 Illustration of keystone. The image of the point source is no longer a straight vertical line when there is keystone in the system.

Fig. 3 Illustration of how wavelength-dependent optical blur affects the image of the point source in different spectral channels.

Fig. 4 Combined effect of keystone and point spread function (PSF) variations on (a) the image of the point source and (b) the captured spectrum.
source position may give a large relative change in the signal level at the low signal levels in the neighboring pixels. Also, for sharp cameras, the neighboring pixels may have zero signal level, i.e., only noise will be recorded for one or more point source positions. Finally, and most importantly, the underlying cause for the misregistration (keystone and PSF variations) is the same for both the spatial pixel that captures the point source and the neighboring pixels. The misregistration of one camera relative to another should, therefore, be reflected similarly in both cases. However, the misregistration can be measured more consistently and much more precisely if the pixel column where the point source is located, i.e., the pixel column that captures most of the energy, is used.

Note that the method for measuring misregistration presented here does not rely on any assumptions regarding the shapes of keystone curves or PSFs. Also, the method does not assume a particular light sensitivity distribution within a single sensor pixel. With existing relatively low cost equipment, misregistration measurements can be performed sufficiently accurately that the effects of keystone that are significantly smaller than 0.1 pixels can be detected and quantified, making the method suitable for high-end cameras.

2.3 Sharpness

Image sharpness is a very important parameter to consider when discussing misregistration of hyperspectral cameras. The reason for this is that, in principle, one could build a hyperspectral camera that would give such a blurry image that even a relatively large keystone would give only a very small misregistration. Figure 5(a) shows the image of a point source across spectral channels for both a sharp camera (left) and a very blurry camera (right). Both cameras have the same keystone (indicated by the dashed line). The spectra captured by each of the cameras are shown in Fig. 5(b) together with the corresponding true spectra. Clearly, the blurry camera has a much lower misregistration than the sharp camera. However, this is achieved by strong blurring of the image. The blurry camera will give spectra that are closer to the real spectra present in the scene, but the “imaging” aspect of such an imaging spectrometer—in terms of spatial resolution—is clearly compromised. The most extreme example would be a camera that gives so blurry image that it is not able to resolve any spatial details within its FOV. At the same time, this camera would most likely have very low misregistration.

For traditional imaging systems, such as photographic lenses, image sharpness is expressed in terms of PSF or the combination of MTF and phase transfer function. In principle, these methods could be used for hyperspectral cameras, too. However, since in push-broom hyperspectral cameras (and most other hyperspectral camera types), the optics direct different wavelengths to different parts of the imaging sensor, significant modifications of these methods would be necessary in order to adequately express camera performance. Here, we suggest a different approach which is well suited for evaluating the sharpness of a hyperspectral camera. Conveniently, this method utilizes the same data that is acquired for measuring misregistration. The method is intuitive and could easily be modified if required by a specific application.

Let us take a look at how the sharpness of a single spatial pixel could be expressed based on point source measurements made at different spatial positions within the pixel. The total energy in each spectral channel is normalized as

![Fig. 5 Comparison of the camera performance in terms of misregistration—or errors in the captured spectrum—for a sharp camera (left) and a very blurry camera (right), illustrating the importance of also considering the image sharpness when discussing misregistration in hyperspectral cameras. (a) The image of a point source across spectral channels for the two cameras, and (b) the corresponding true and captured spectra.](https://www.spiedigitallibrary.org/journals/Optical-Engineering on 03 Jul 2019 Terms of Use: https://www.spiedigitallibrary.org/terms-of-use)
before. As the point source is moved from one side of the spatial pixel to the other, the mean energy (taken over all spectral bands) captured by the pixel column will vary, see Fig. 6. Typically, the mean energy will be lower close to the edges of the spatial pixel [Figs. 6(a) and 6(c)] and higher in the middle [Fig. 6(b)]. The maximum mean energy (among all point source positions) captured within the pixel column could be used as a measure of sharpness for that spatial pixel. For a very sharp camera with a small keystone, where practically all the energy in all spectral channels falls within the correct pixel column, the sharpness is close to 1. For more blurry cameras, or cameras where the keystone is large, the sharpness is smaller than 1. Note that the suggested method for quantifying sharpness takes into account the loss of image sharpness that occurs in hyperspectral cameras due to the keystone. If the keystone is large, the image of a point source across the spectral channels will be distributed over more than one spatial pixel, even if the camera is very sharp in every individual spectral channel according to traditional criteria such as PSF width and MTF.

3 Mathematical Framework

We will now describe the mathematical framework for the method. The measurements are performed by moving a point source in subpixel steps along the pixel array in the across-track direction. The point source positions within one pixel should be equally spaced and sufficiently dense: typically, a few tens of positions per pixel.

The normalized energy $E_{mk}$ for spatial pixel $#m$ in spectral band $#i$ when the point source is at position $k$ is given by

$$E_{mk} = \frac{S_{mk}}{\sum_{n=1}^{M} S_{mk}},$$  \hspace{1cm} (1)

where $S_{mk}$ is the corresponding measured energy content of spatial pixel $#m$ in spectral band $#i$ when the point source is at position $k$, and $M$ is the total number of spatial pixels. Note that the term “pixel” may refer here to a pixel in the final data cube or to a sensor pixel, depending on the type of camera being measured. For hyperspectral cameras where the keystone is corrected in postprocessing, such as resampling and mixel cameras, the final data cube should be used as the basis for the calculations. For traditional cameras where the keystone is corrected to a fraction of a pixel in hardware, the pixels in the final data cube are equivalent to the sensor pixels, and the calculations can be performed directly on the recorded sensor pixel values. The sum over all pixels in spectral band $#i$ is then

$$\sum_{m=1}^{M} E_{mk} = 1.$$  \hspace{1cm} (2)

This is illustrated in Fig. 6. Note that in a real camera, noise will be present. For this reason, only a few spatial pixels on each side of the point source should be included when calculating the sums in Eqs. (1) and (2), rather than using all $M$ spatial pixels for the calculations. Also, it is important to have a high signal-to-noise ratio in the measurements.

The mean value $\overline{E}_{mk}$ for the normalized energy over all spectral bands for spatial pixel $#m$ when the point source is at position $k$ is given by

$$\overline{E}_{mk} = \frac{1}{I} \sum_{i=1}^{I} E_{mk},$$  \hspace{1cm} (3)

where $I$ is the total number of spectral bands.

The point source is defined to be in spatial pixel $#m$ when the mean value for the normalized energy in the corresponding pixel column is larger than in any of the other pixel columns. This means that the point source is in pixel $#m$ for all positions $k = k_{m}^{1}, \ldots, k_{m}^{K_{m}}$ where

$$\overline{E}_{mk} > \overline{E}_{nk}, \quad \text{for all } n \neq m.$$  \hspace{1cm} (4)

Here, $K_{m}$ is the total number of such positions for pixel $#m$. The point source positions corresponding to pixel $#m$ will typically follow each other consecutively, but this is not a requirement for the method to work. In principle, one might have a point source position corresponding to a neighboring pixel mixed in between. For instance, this could happen if the PSF has a large dip in the middle. However, normally the FWHM of a camera’s PSF is comparable to its pixel size, so that this situation will not occur regardless of the shape of the PSF. Figure 7 shows an example of

![Fig. 6 Image of point source across different spectral channels for different point source positions: (a) at the left edge, (b) in the middle, and (c) at the right edge of the spatial pixel of interest.](https://www.spiedigitallibrary.org/journals/Optical-Engineering)

![Fig. 7 The upper figure shows the PSF for a point source at position $k$ in spectral band $#i$ distributed over four spatial pixels. The measured energy in pixel $#m$ is $S_{mk}$ with corresponding normalized energy $E_{mk}$ shown in the lower figure.](https://www.spiedigitallibrary.org/journals/Optical-Engineering)
different point source positions for a given pixel in one spectral channel.

3.1 Sharpness

The sharpness is quantified as the maximum fraction of the total energy that a spatial pixel can contain and has a value in the range \([1/M, 1]\). The lower limit corresponds to an even distribution of the energy over all \(M\) pixels, whereas the upper limit corresponds to all the energy being contained within a single pixel.

The sharpness \(\bar{E}_{\text{max}}^m\) at spatial pixel \(m\) can be found from

\[
\bar{E}_{\text{max}}^m = \max(\bar{E}_{mk}), \quad k = k_m^1, \ldots, k_m^{K_m},
\]

where \(\bar{E}_{mk}\) is given by Eq. (3). Figure 8 shows examples of the PSF for pixel \(m\) in different bands and different point source positions and illustrates the sharpness for the pixel.

3.2 Misregistration—Standard Deviation

Misregistration is quantified as the relative difference between the energy recorded in a pixel and the mean energy over all spectral bands for that spatial pixel.

The misregistration \(\Delta E_{mk}^i\) for pixel \(m\) in spectral band \(i\) when the point source is at position \(k\) is given by:

\[
\Delta E_{mk}^i = \frac{E_{mk}^i - \bar{E}_{mk}}{\bar{E}_{mk}}.
\]

The standard deviation for the misregistration \(\Delta E_{\text{std}}^m\) for spatial pixel \(m\) when the point source is at position \(k\) can then be calculated from

\[
\Delta E_{\text{std}}^m = \sqrt{\frac{1}{I} \sum_{i=1}^{I} (\Delta E_{mk}^i)^2}.
\]

Finally, the mean standard deviation for the misregistration \(\Delta E_{\text{std}}^m\) for spatial pixel \(m\), taken over all point source positions corresponding to that spatial pixel, can be found from

\[
\Delta E_{\text{std}}^m = \frac{1}{K_m} \sum_{k=k_m^1}^{k_m^{K_m}} \Delta E_{\text{std}}^m,
\]

where \(K_m\) is the total number of point source positions for pixel \(m\).

3.3 Maximum Misregistration

While calculating the standard deviation of the misregistration gives a good measure of the typical size of the misregistration,
it is sometimes important to also be aware of occurrences of untypically large misregistration. These are normally hidden in the standard deviation. For this reason, we will also calculate the maximum misregistration for each spatial pixel.

The minimum normalized energy \( E_{mk}^\text{min} \) over all spectral bands at spatial pixel \( #m \) when the point source is at position \( k \) is

\[
E_{mk}^\text{min} = \min(E_{mk}^i), \quad i = 1, 2, \ldots, (I-1), I, \tag{9}
\]

while the maximum normalized energy \( E_{mk}^\text{max} \) over all spectral bands at spatial pixel \( #m \) when the point source is at position \( k \) is

\[
E_{mk}^\text{max} = \max(E_{mk}^i), \quad i = 1, 2, \ldots, (I-1), I. \tag{10}
\]

The maximum misregistration \( \Delta E_{mk}^\text{max} \) for spatial pixel \( #m \) when the point source is at position \( k \) is then given by

\[
\Delta E_{mk}^\text{max} = \frac{1}{2} \cdot \frac{E_{mk}^\text{max} - E_{mk}^\text{min}}{E_{mk}}. \tag{11}
\]

Finally, the maximum misregistration \( \Delta E_m^\text{max} \) for spatial pixel \( #m \) (over all point source positions) can be found from

\[
\Delta E_m^\text{max} = \max(\Delta E_{mk}^\text{max}), \quad k = k_m^1, \ldots, k_m^{K_m}. \tag{12}
\]

The maximum misregistration is illustrated in Fig. 10.

### 3.4 Probability of Misregistration Being Larger Than a Given Threshold

The maximum misregistration may, in some cases, be very large. If the misregistration is above a certain threshold so that the spectrum becomes so distorted that it is no longer useable, then it does not matter how much larger than the threshold the misregistration is. Instead, it may then be useful to look at how many occurrences there are of the misregistration being larger than the threshold. For this reason, we introduce the parameter \( P_m \) that describes the probability of the misregistration being larger than a given threshold \( \Delta \) for spatial pixel \( #m \):

\[
P_m = \frac{1}{K_m} \sum_{k=k_m^0}^{k_m^{K_m}} u_{mk}, \tag{13}
\]

where \( K_m \) is the total number of point source positions for pixel \( #m \) and \( u_{mk} \) is given by

\[
u_{mk} = \begin{cases} 1, & \Delta E_{mk}^\text{max} > \Delta \\ 0, & \Delta E_{mk}^\text{max} \leq \Delta \end{cases}. \tag{14}
\]

Here, \( \Delta E_{mk}^\text{max} \) is the maximum misregistration for spatial pixel \( #m \) when the point source is at position \( k \).

### 4 Measurement Procedure

The measurement procedure for quantifying spatial misregistration and image sharpness is as follows:

1. Move a point source in small equally spaced subpixel steps along the pixel array in the across-track direction.
2. Record the pixel values \( (S_{mk}) \) for all spatial pixels in all spectral bands for each position of the point source.
3. Calculate the normalized energy \( (E_{mk}) \) for all spatial pixels in all spectral bands for each position of the point source, see Eq. (11). Use only a few spatial pixels on each side of the point source for the calculations.
4. Calculate the mean value for the normalized energy over all spectral bands \( (\bar{E}_{mk}) \) for all spatial pixels for each position of the point source, see Eq. (10).
5. For each point source position \( (k) \), find the pixel column that contains the largest normalized mean energy \( (\bar{E}_{mk}) \). This is the pixel of interest for that point source position.
6. Find all point source positions \( (k = k_m^0, \ldots, k_m^{K_m}) \) that belong to each spatial pixel. This can be determined from point (5) above and Eq. (11).
7. For each spatial pixel \( (m) \), calculate for each point source position \( k = k_m^0, \ldots, k_m^{K_m} \):
   
   (a) The misregistration \( (\Delta E_{mk}^i) \) in all spectral bands, see Eq. (11).
   (b) The standard deviation for the misregistration \( (\Delta E_{mk}^\text{std}) \) over all spectral bands, see Eq. (11).
   (c) The minimum normalized energy \( (E_{mk}^\text{min}) \) among all spectral bands, see Eq. (11).
   (d) The maximum normalized energy \( (E_{mk}^\text{max}) \) among all spectral bands, see Eq. (11).
   (e) The maximum misregistration \( (\Delta E_{mk}^\text{max}) \), see Eq. (11).
   (f) The value for the parameter \( u_{mk} \), see Eq. (14).
8. Determine the sharpness \( (\bar{E}_{mk}^\text{max}) \) of the system for each spatial pixel, see Eq. (5).

![Fig. 10 Illustration of maximum misregistration for pixel #m. For each of the two point source positions in the figure, the PSFs of the two spectral channels with the largest difference in normalized energy are shown. This is the situation where the misregistration is the largest for that point source position. As shown here, the pair of spectral channels that gives the largest misregistration may be different for different point source positions. The maximum misregistration for the pixel is defined to be the largest maximum misregistration over all point source positions for that pixel.](image-url)
(9) Determine the mean standard deviation for the misregistration \( (\Delta E_{\text{stdm}}) \) for each spatial pixel, see Eq. (8).
(10) Determine the maximum misregistration \( (\Delta E_{\text{max}}) \) for each spatial pixel, see Eq. (12).
(11) Determine the probability \( (P_m) \) of the misregistration being above a given threshold for each spatial pixel, see Eq. (13). This step may be necessary for cameras with a large maximum misregistration or for demanding applications.
(12) Plot sharpness \( (\bar{E}_{\text{m}}) \), maximum misregistration \( (\Delta E_{\text{maxm}}) \), and mean standard deviation for the misregistration \( (\Delta E_{\text{stdm}}) \) for all spatial pixels. In some cases, the probability \( (P_m) \) of the misregistration being above a given threshold should also be plotted.

5 Experimental Setup and Results
We have tested two HySpex SWIR 384 cameras, a prototype and a production-standard camera, with the method proposed in this paper. The cameras were manufactured by Norsk Elektro Optikk AS and have the following main specifications:

- Wavelength range: 900 to 2500 nm
- FOV across-track: 16 deg
- F-number: F2
- Number of pixels across-track: 384
- Number of spectral channels: 288
- Spectral sampling: 5.6 nm

A typical experimental setup, which was also used in this case, is shown in Fig. 11 and consists of a point source (1), a parabolic mirror (2) which projects the point source to infinity, and (3) a high-resolution rotation stage. The push-broom hyperspectral camera (4) to be tested is mounted on the rotation stage and rotated as indicated by the arrows in the figure. The across-track FOV of the hyperspectral camera is in the vertical direction.

As usual for such a setup, a polychromatic point source was used. A polychromatic point source makes it possible to simultaneously measure spatial misregistration in all spectral channels. This reduces the measurement time considerably compared to using several monochromatic point sources, and data from all spectral channels, not only a few selected, will contribute to the calculated misregistration. The latter is important because both the keystone and PSF may change quite rapidly as a function of wavelength.

Since, in this type of camera, both sharpness and misregistration are parameters that change quite slowly as a function of FOV, we decided that it would be sufficient to perform measurements for only approximately every 10th spatial pixel. In each spatial position where the measurement was performed, the image of the point source was moved across a distance equivalent to about 3 pixels in order to make sure that at least 1 pixel was properly covered by the measurements. The camera was rotated so that the image of the point source was moved in steps of \( \sim 0.01 \) pixel, i.e., about 100 measurements were performed inside one pixel. Note that if the tested camera has very high spatial resolution, it may be better to use the rotation stage (3) only for coarse positioning of the point source within the camera’s FOV and then move the point source (1) itself in small steps inside the pixel of interest. In addition, 200 measurements were made of the background. The average of the background measurements was subtracted from each of the point source measurements. Sharpness as well as mean standard deviation for the misregistration and maximum misregistration was calculated according to the method described in Sec. 3. A window of 11 spatial pixels around the point source (i.e., five spatial pixels on each side) was used for the calculations. The values for the spatial pixels where measurements were not performed were linearly interpolated. Figure 12 shows the results for the HySpex SWIR 384 prototype camera. Figure 13 shows the results for the production-standard HySpex SWIR 384 camera.

The form of data representation used in Figs. 12 and 13 is very useful for assessing the quality of a camera. For the tested HySpex SWIR 384 prototype camera (Fig. 12), the graphs indicate reasonably consistent sharpness across the FOV and a moderate misregistration increase at the edges.
of the FOV compared to the center. This is what should be expected from a camera of this type when it is aligned reasonably well.

One of the strengths of the suggested method is the graphic representation of the results that makes comparison between two different cameras simple and intuitive. By direct comparison between Figs. 12 and 13, we can now easily determine which of the two tested cameras gives the best performance. We see that the production-standard HySpex SWIR 384 camera (Fig. 13) has noticeably lower maximum spatial misregistration (red curve) than the prototype. The mean standard deviation of the misregistration (green curve) as well as the sharpness (blue curve) is also somewhat better compared to the prototype. The production-standard camera should, therefore, acquire more accurate data than the prototype: the errors in the acquired spectra will be lower and this is not achieved at the expense of sharpness—the sharpness is actually marginally better in the production-standard camera compared to the prototype.

Note that the misregistration, shown in Figs. 12 and 13, is not equivalent to keystone, i.e., a misregistration of 0.05 does not mean that the keystone is 0.05 pixel. There is a fundamental difference between keystone and misregistration: two cameras that both have the same keystone will have different misregistration if their sharpness is different. The keystone of a camera is not affected by image sharpness, but the errors caused by a given keystone (for a given scene) will depend on the sharpness of the camera in the same way as misregistration does. Therefore, misregistration (as defined here) seems to be a much better predictor for the errors that can be expected, and also a more suitable measure for the camera performance, than keystone. Also, the effect of both keystone and PSF variations as a function of wavelength is taken into account in the presented misregistration curves.

For the cameras tested here, the keystone was corrected as well as possible in the hardware during design, and the misregistration and sharpness calculations could, therefore, be performed directly on the recorded sensor pixel values. Note, however, that if a camera where the keystone is corrected in hardware has a residual keystone that is larger than 0.5 pixel for some sensor pixels, then it is possible to reduce the keystone so that it becomes smaller than 0.5 pixel everywhere by replacing such a pixel with the correct neighboring pixel (nearest neighbor resampling). The misregistration and sharpness calculations should then be performed on the final data cube instead, after the necessary pixel replacements have been made. Similarly, the method could be used for resampling cameras and mixel cameras by performing the misregistration and sharpness calculations on the final data cube, after resampling or restoring of the data has been performed.

6 Measuring Spectral Sharpness and Spectral Misregistration

The method can easily be expanded to also quantify spectral misregistration of a hyperspectral camera. When measuring spatial misregistration, we move a broadband point source across the FOV. When measuring spectral misregistration, we will have to point the tested camera at a large and (nearly) monochromatic light source instead and then scan the central wavelength of the monochromatic light source across the entire wavelength range of the camera.

The setup for measuring spectral misregistration is shown in Fig. 14. A tested hyperspectral camera (3) is mounted in front of an integrating sphere (2). The sphere (2) is filled with monochromatic light by a tuneable laser (1) or another type of nearly monochromatic tuneable light source. During the measurements, the wavelength of the light source is changing in small steps to cover the entire wavelength range of the tested camera. Each step should be several times smaller than the spectral resolution of the camera.

The measurement procedure and the following calculations will be equivalent to those for measuring spatial misregistration. Details of the mathematical framework and the measurement procedure can be derived from Secs. 8 and 9.

Fig. 13 The test results for the production-standard HySpex SWIR 384 camera. The blue curve shows the sharpness as a function of spatial pixel number, whereas the green curve shows the mean standard deviation for the misregistration and the red curve shows the maximum misregistration.

Fig. 14 The experimental setup for measuring spectral misregistration, consisting of a tuneable laser (1) and an integrating sphere (2) which fills the FOV of the push-broom hyperspectral camera to be tested (3) with monochromatic light.
respectively. The graphs which describe camera sharpness in the spectral direction, as well as a camera’s spectral misregistration, can be generated similarly to Figs. 12 and 13. Both parameters should be plotted as a function of wavelength.

7 Conclusions

We have proposed a method for measuring and quantifying image quality in push-broom hyperspectral cameras in terms of spatial misregistration caused by keystone and variations in the PSF across spectral channels, and image sharpness. The method is easy to implement and requires only equipment that is normally already present in an optical lab (collimator with a point source and a high-resolution rotation or translation stage). The measurements are performed by moving a point source in subpixel steps along the pixel array in the across-track direction. The calculations are performed on the final data cube, making the method equally suitable for both traditional push-broom hyperspectral cameras where keystone is corrected in hardware, as well as resampling and mixel cameras where keystone is corrected in postprocessing. The method does not require any assumptions regarding the shape of keystone curves, shape of the PSFs, or light sensitivity distribution inside a single sensor pixel. Further, the method is able to measure the effects of a keystone that is significantly lower than 0.1 pixels, making it suitable for high-end cameras.

We have shown how the measured camera performance can be presented graphically in an intuitive and easy to understand way, comprising both image sharpness and spatial misregistration in the same figure. For the misregistration, we suggest that both the mean standard deviation and the maximum value for each pixel are shown. We also suggest a possible additional parameter for quantifying camera performance: probability of misregistration being larger than a given threshold.

The method could easily be expanded to also quantify spectral misregistration. This would require the use of a tunable laser, or another type of nearly monochromatic tuneable light source, that could scan through the entire wavelength range of the tested camera in small steps.

We have measured the performance of two HySpex SWIR 384 cameras, demonstrating the practical implementation and usefulness of the method. The method appears well suited for assessing camera quality and for comparing the performance of different hyperspectral imagers and could become the future standard for how to measure and quantify the image quality of push-broom hyperspectral cameras.
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