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Abstract. This work presents binary hologram generation from images of a real object acquired from a Kinect
sensor. Since hologram calculation from a point-cloud or polygonmodel presents a heavy computational burden,
we adopted a depth-layer approach to generate the holograms. This method enables us to obtain holographic
data of large scenes quickly. Our investigations focus on the performance of different methods, iterative and
noniterative, to convert complex holograms into binary format. Comparisons were performed to examine the
reconstruction of the binary holograms at different depths. We also propose to modify the direct binary search
algorithm to take into account several reference image planes. Then, deep scenes featuring multiple planes of
interest can be reconstructed with better efficiency. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0
Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10
.1117/1.OE.56.1.013107]
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1 Introduction
Most technologies proposed for 3-D display like stereo-
scopic or multiview systems do not provide sufficient visual
depth cues for observers to perceive depth in natural condi-
tions. Then, even if 3-D stimuli can be induced, internal
conflicts such as mismatch between accommodation and
vergence may induce visual fatigue and discomfort.1

Holography is a technique that has received attention for
its ability to reconstruct complex optical fields in natural
viewing conditions.2 However, several technical bottlenecks
still need to be overcome for recording and displaying digital
holograms in real time and with a high quality.

The two main approaches to obtain holographic data are
optical capture and numerical computation. For optical meth-
ods, 3-D information of real objects can be acquired by
generating an interference pattern between an object
wave and a reference wave. However, recording conditions
require a dark room and high stability. Different techniques
such as phase-shifting holography3 and optical scanning
holography4 (OSH) have been demonstrated for capturing
complex holograms, but only small objects can be recorded
due to the limitations imposed by the capturing setup.

In the past few years, efforts have been invested in the
computation of holograms by numerical methods. One
approach is to represent an object by a point-cloud5–7 or a
polygonal mesh.8,9 The advantage of the point-cloud method
is that it is a natural approach to compute diffraction patterns
since diffraction theory is well established for a point source.
The approach based on polygon representation allows the
reduction of computation time, but it requires a more com-
plex algorithm to compute the propagation formula between
nonparallel planes. An alternative method for fast computa-
tion is to generate a hologram by combining an intensity

image and a depth map.10–12 Since the optical propagation
of a plane can be computed efficiently with fast Fourier
transformation, the depth map information can be used to
decompose the image of the scene into multiple layers
that can be propagated separately to the hologram plane.
The computation can be done in parallel for the different
layers, and computation time can, therefore, be very fast.
The main drawback is the low resolution in depth.

For optical reconstruction of digital holograms, data can
be displayed with spatial light modulator devices (SLMs).
However, data format should be adapted to the used device.
Indeed, complex information cannot be loaded directly into
the SLMs. It is of high interest to convert the holographic
data into binary format to exploit the full bandwidth of
the SLM. In addition, the binary format enables to reduce
the storage burden and is suitable for hologram printing.
The most basic technique to convert a complex hologram
into a binary hologram is to perform a threshold operation,
but the quality of the reconstruction is low.13 A method rely-
ing on bidirectional error diffusion (BERD) was proposed to
convert complex data into a phase-only hologram.14 It can be
adapted for the generation of binary holograms. Iterative
methods such as the direct binary search (DBS) algorithm
were also reported.15,16

In this paper, we focused our investigations on the gen-
eration of binary holograms from data acquired from a
Kinect sensor. We used the depth layer approach to compute
quickly a hologram of large real objects. Then, we examined
the performance of a threshold method, BERD, and DBS
algorithms to convert the holographic data into a binary for-
mat. Comparison of the image planes obtained from the
binary holograms and the original hologram were performed
for various reconstruction distances including the main
focusing plane of the object. We show that the mean square
error (MSE) between the images obtained from the DBS
method and the original hologram is optimal for the*Address all correspondence to: Min-Chul Park, E-mail: minchul@kist.re.kr
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reconstruction distance used as reference in the application
of the DBS procedure. Then, we propose to modify the DBS
algorithm to take into account multiple reference planes and
therefore increase the efficiency when multiple objects are
located at different depths.

2 Hologram Generation from Real Objects
The scene used in this study was captured with a Kinect
V2 sensor. It included the figurine of a robot of size
40 × 15 × 12 cm3. The device allows the processing of
data with different approaches. Point cloud and mesh repre-
sentations of the scene can both be generated.

The Kinect sensor features both an RGB camera and an
IR sensor. Then, three different outputs are obtained: an RGB
image of the scene, an IR image, and a depth map. Since the
camera and the IR sensor are spatially separated, it is first
necessary to calibrate the data for the depth map to match the
RGB image.17 For simplicity, we decided to use the IR image
instead of the RBG image because it already matches the
depth map pixel by pixel. Different representations of the
object under interest are shown in Fig. 1.

The advantage of the Kinect sensor is that it enables to
reconstruct a 3-D model of a large real scene when other tra-
ditional optical techniques to generate real object holograms
are generally restricted to small objects. However, the spatial
resolution is limited. We chose the depth layer approach to
generate the hologram from the intensity image and the
depth map since this approach is fast and is well adapted
to the format of the data captured.

The principle of the depth layer approach is to separate all
pixels, layer by layer, that correspond to a given depth value.
Since the depth map is represented by 256 values, we have
256 depth layers. The depth range of the scene can be con-
trolled by setting the actual distance corresponding to values
0 and 255. The distances between the hologram and the dif-
ferent layers are then defined in a linear way between the
minimum and maximum values. Then, the propagation of
each layer to the hologram plane can be handled by a numeri-
cal method such as the Fresnel propagation equation or the
convolution approach.18 Illustration of the computation of a

hologram with the depth layer-based approach is shown
in Fig. 2.

In our case, we selected only the depth layers including
the robot so that we could focus our efforts to reconstruct
the large object. In practice, we, therefore, used only layers
14 to 22. Once the hologram is computed, numerical
reconstruction can be performed. Optical reconstruction
can be realized directly by complex modulation with a single
SLM19 or multiple display devices,20 but it is not an easy
task. Then, an additional step is necessary to convert the
data into a suitable format for display with an SLM. The
focus of our study is the conversion into a binary hologram.
Since the complex nature of the hologram will be lost after
conversion, a zeroth order and twin image will become vis-
ible in the reconstruction plane. We, therefore, started by
converting the complex hologram into an off-axis hologram
by multiplying the data with a spatial carrier. The angle was
set at 1 deg to ensure the spatial separation of the twin image
and object in the reconstruction plane of the binary
holograms.

3 Conversion to Binary Format
The simplest way to convert a hologram into binary format is
to apply a threshold on the hologram. For instance, all values
for which the real part of the hologram is negative can be put
to zero, whereas positive values are set to one. This operation
is easy and fast to implement but may lead to strong noise
and distortions in the reconstruction plane. We are going to
investigate the performance of two additional methods that
were demonstrated for generation of a binary hologram.4,14,15

3.1 Bidirectional Error Diffusion

BERD is a noniterative method. Tsang and Poon14 demon-
strated its potential for generation of phase-only holograms.
The same principle can be used for the generation of a binary
hologram. The principle of the method is to scan each indi-
vidual pixel of the hologram and to put it at the desired value.
For instance, a pixel can be put to zero if the original value is
negative, and to one otherwise. The difference with the
threshold approach is that after each change, the error
between the original and the new values is computed and

Fig. 1 (a) The object of interest used in this study is a robot figurine. (b) Data captured by the Kinect
sensor can be represented with a meshmodel or a (c) point cloud. For the depth-layer approach, we used
(d) the intensity image and (e) the depth map.
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diffused to the neighboring pixels that have not yet been
processed. The update of the pixel holoorigði; jÞ to a value
holobinði; jÞ leads to an error Eði; jÞ ¼ holoorigði; jÞ −
holobinði; jÞ. When a line of pixels is scanned from left to
right, the diffusion of error is performed as follows to the
surrounding pixels:

EQ-TARGET;temp:intralink-;e001;63;365

8>>><
>>>:

holoorigði; jþ1Þ ¼ holoorigði; jþ1Þþw1 ×Eði; jÞ
holoorigðiþ1; j−1Þ ¼ holoorigðiþ1; j−1Þþw2 ×Eði; jÞ
holoorigðiþ1; jÞ ¼ holoorigðiþ1; jÞþw3 ×Eði; jÞ
holoorigðiþ1; jþ1Þ ¼ holoorigðiþ1; jþ1Þþw4 ×Eði; jÞ

:

(1)

The constants w1 to w4 are weighting coefficients set, respec-
tively, to 7∕16, 3∕16, 5∕16, and 1∕16 in accordance with the

previous studies related to BERD. It was reported that the
performance of the method was greatly improved when
the scanning direction alternated from left to right and
from right to left between each pixel line. Note that when
the scan direction is from right to left, Eq. (1) should be
slightly modified to diffuse the error in the other direction.
BERD procedure is illustrated in Fig. 3. Since error is dif-
fused to the neighboring pixels by scanning the hologram
row by row, the first and last columns, as well as the last
row, cannot be processed. A column of zeros and a line
was, therefore, inserted at the left, the right, and the bottom
of the hologram matrix for the application of the algorithm,
and removed from the final binary hologram at the end of the
procedure.

The procedure is fast and enables to obtain a binary holo-
gram that can be used to reconstruct the object in a very sim-
ilar way to the one obtained with the original complex
hologram.

3.2 Direct Binary Search

DBS algorithm is an iterative method where the complex
optical field Imref obtained by propagating the complex
hologram from a given distance z0 is used as a reference.
For the initial condition, a random binary pattern is generated
and the complex optical field in the image plane Imbin

is computed by numerical propagation of this pattern.
The difference between the two complex fields presenting
M × N pixels is then quantified by computing their
mean MSE.15 In order to preserve the 3-D information,
the MSE was computed by considering the complex
field and not the amplitude only. We used the following
equation:

Fig. 3 The BERD algorithm consists of updating the pixels one by one
and to diffuse the error to the pixels that have not been treated yet.

Fig. 2 Principle of hologram computation based on a depth layer-based method.
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In Eq. (2), ðM;NÞ are the number of pixels of the image,
Imref and Imbin are the image fields obtained, respectively,
from the reference and binary holograms, and conj½:� is
the operator to take the conjugate. Note that the MSE is com-
puted only on a given region of interest (ROI) of the image
plane containing the object to decrease the computation time.

Every pixel of the binary pattern is toggled one by one
(from 0 to 1 or from 1 to 0) and the updated image field
is computed each time and compared with the reference.
If the MSE is improved, the new value is kept for the binary
pattern. Otherwise, the pixel is switched back to its original
value. When all pixels have been tested once, the procedure
is repeated from the first pixel for a new iteration. The loop
stops when any change in the binary pattern induces a deg-
radation of the MSE. In practice, no significant changes were
observed in the MSE after five iterations.

This method not only gives the best result, but also offers
a flexibility that cannot be found in noniterative approaches.
Indeed, during the application of the algorithm, the field
Imbin is computed by propagation of the binary pattern.
Parameters such as the reconstruction distance or the wave-
length can be set differently from the original hologram in
the propagation formula. Fourier and Fresnel binary holo-
grams can both be generated,15 and the parameters can be
modified to fit the desired configuration of the display

system. The main drawback is the long computation time
despite various improvements that can be made to speed
up the process.21 In order to lessen the computational burden,
the best solution is to restrict the computation of the MSE
between Imbin and Imref to the ROI of the image where
the scene is located.

4 Experimental Results
The performance of the different methods to convert the
hologram into binary format was first evaluated by visual
comparison of the reconstructed images. The depth map
was set so that the values 0 and 255 corresponded, respec-
tively, to a distance of 400 and 1000 mm. For this depth
range, the torso of the robot was in focus for a reconstruction
distance of 442 mm. Numerical reconstructions of the
complex and binary holograms obtained by the threshold
method, BERD, and DBS are shown in Fig. 4. Optical
reconstructions were also performed with an LCoS (Syndiant
Co., model SYL2061) presenting a resolution of 1024 ×
600 pixels with a pitch of 9.4 μm. The laser was emitting
at 633 nm.

It is clear by observing both numerical and optical recon-
structions that the best results are obtained with the DBS
algorithm, at the price of long computation times. For the
two noniterative methods, we see that the noise level is sig-
nificantly lower in the image computed with the BERD
approach.

In terms of computation time, the noniterative methods
can potentially be considered for real-time applications
since the binary patterns of 600 × 600 pixels were obtained
in 0.21 s with the threshold method, and 0.23 s with the
BERD algorithm. The computation time is more difficult to
estimate with the DBS algorithm because it depends also on
the size of the ROI selected to compute the MSE. In our case,
we selected a region of 240 × 140 pixels centered on the
robot. The computation time was around 8 h 20 min in total
to complete 5 iterations. The hardware used was an Intel
Core i7-3770 CPU with RAM 32 GB.

For a quantitative comparison, we computed the MSE
between the optical fields reconstructed numerically from
the binary holograms and the reference field reconstructed
from the complex hologram. We examined the MSE in dif-
ferent focusing planes, and for two different depth ranges
(400 to 450 mm and 400 to 1000 mm). The plane on
which the torso of the robot was in focus was considered as
the reference plane since it was the plane that was used as
reference in the application of the DBS algorithm. The refer-
ence reconstruction distances were 403 and 442 mm, respec-
tively, for the two depth ranges. Results are shown in Fig. 5.

Quantitative estimation of the MSE confirms the visual
evaluation. DBS gives the best results and BERD shows bet-
ter performance than the simple threshold method.
Increasing the depth range in this case was equivalent to
increasing the spatial gap between each layer. We see (Fig. 5)
that when the depth range was lowered to 400 to 450 mm,
performance of all algorithms was degraded. With the
decrease of depth resolution, it was more difficult to repro-
duce the optical field accurately with a binary pattern.

It is interesting to see that for the DBS method, the MSE is
optimal in the reference plane while the MSE is only gradu-
ally degrading in far field with the two other methods. This is
expected because the principle of the DBS algorithm is to

Fig. 4 (a) Numerical reconstructions of the original hologram, and
numerical and optical reconstructions of the binary holograms gener-
ated with the (b)–(e) threshold method, (c)–(f) BERD, and DBS (d)–
(g) algorithms.
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minimize the MSE in a given reconstruction plane. For the
BERD and threshold methods, there is no specific reference
plane since the conversion into binary format is obtained
directly from the values of the hologram.

5 Extension of DBS Algorithm to Multiple
Reference Plane

The choice of reference plane in the DBS algorithm enables
choosing a plane of interest, in which the reconstruction will
be optimized. However, since a single plane is used as a
reference in the original implementation of the algorithm,
this may not be the best solution for deep scenes.

We propose to modify the DBS algorithm by using sev-
eral reference planes instead of a single one. Each time a
pixel is toggled in the binary pattern, reconstruction is per-
formed in parallel at multiple depths, and MSE is computed
between the images and the corresponding reference plane
obtained from the complex hologram. Then, the switch in
the pixel value of the binary pattern is kept only if the
sum of the MSE computed in the different plane decreases.
The principle of the modified algorithm is illustrated in Fig. 6
in the case in which two reference planes were used.

In order to compare the influence of the choice of refer-
ence plane on the reconstructed image, we applied the DBS
algorithm several times on the same hologram (with depth
range 400 to 1000 mm) with different configurations.
Since the object was focused at 442 mm, we chose arbitrarily
to examine the planes located at ∼� 100 mm to see if we
could extend the performance of the DBS algorithm on a fur-
ther depth range. For a single reference configuration, we
used, respectively, the reconstruction distances of 350,
442, and 550 mm. For the double reference plane configu-
ration, we used the planes 350 and 550 mm. The MSE, noted
MSE1 and MSE2 in Fig. 6, was computed separately for the
two reconstruction planes. We chose to use the same ROI for
the two planes, a rectangular area of 240 × 140 pixels cen-
tered on the robot.

The use of multiple reference plane results in an increase
of computation time. Then, we did not consider the case of
more than two reference planes. However, since the DBS
algorithm was implemented in an efficient way,21 the com-
putation time was not doubled. The total computation time
for five iterations was around 8 h 20 min with a single refer-
ence plane, and 10 h 50 min with two reference planes.

The performances were compared by computing the MSE
between the image planes reconstructed from the different

Fig. 5 Evolution of the MSE computed in different focusing planes for
the different methods (DBS, BERD, and threshold).

Fig. 6 Principle of the DBS algorithm with multiple reference planes. z1 and z2 correspond, respectively,
to a propagation distance of 350 and 550 mm, whereas the object was focused at 442 mm.
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binary holograms and the original hologram as a function
of the reconstruction distance. The results are presented
in Fig. 7.

We see that with a single reference plane, the best result is
obtained at the desired reconstruction distance. However, the
image quality is degraded out of the reference plane, espe-
cially at far distance. Using two different reference planes,
the quality of the reconstruction obtained with the binary
hologram can be enhanced on a further depth of field. It
is, therefore, of high interest for the reconstruction of deep
scenes. In future work, we intend to study further the influ-
ence of choice of reference planes to see how far we can
extend the field of view. In addition, the change of pixel dur-
ing the modified DBS procedure was kept in our experiment
only if the sum ofMSE1 andMSE2 was improved. Different
criteria could be considered to improve further our proposed
method.

6 Discussion and Conclusion
We demonstrated the generation of a binary hologram from a
real scene using data captured from a Kinect camera system.
The spatial resolution of the camera was low, but large
objects could be captured. Since both intensity and depth
map are available, the Kinect is well adapted to generate
holograms in a fast way through the depth layer-based
method. Different approaches can be adopted to convert
the holograms into a binary format. It is not surprising to
see that the iterative method with a long computation time
showed the best performance. For fast computation, the
BERD method that was demonstrated for the generation
of phase-only holograms can be successfully adapted to
the case of binary holograms and present results significantly
better than the basic threshold method. We also investigated
the influence of the reference planes in the application of the
DBS algorithm. A single reference plane enables to optimize
the binary pattern for a specific reconstruction distance, but a
greater depth of field could be obtained by using several
references during the procedure.

In future work, we intend to study further the DBS pro-
cedure by testing the use of different ROIs for the different
reference planes. It can also be of high interest to exploit the
flexibility of the DBS algorithm to investigate the generation
of binary holograms for RBG display. Since parameters
such as reconstruction distance and wavelength can be set

differently from the parameters of the original complex holo-
gram, we expect to be able to reduce chromatic aberrations.
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