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Abstract. This paper presents an approach for estimating and then removing image radial distortion. It works on
a single image and does not require a special calibration. The approach is extremely useful in many applications,
particularly those where human-made environments contain abundant lines. A division model is applied, in which
a straight line in the distorted image is treated as a circular arc. Levenberg–Marquardt (LM) iterative nonlinear
least squares method is adopted to calculate the arc’s parameters. Then “Taubin fit” is applied to obtain the initial
guess of the arc’s parameters which works as the initial input to the LM iteration. This dramatically improves the
convergence rate in the LM process to obtain the required parameters for correcting image radial distortion.
Hough entropy, as a measure, has achieved the quantitative evaluation of the estimated distortion based on
the probability distribution in one-dimensional θ Hough space. The experimental results on both synthetic
and real images have demonstrated that the proposed method can robustly estimate and then remove
image radial distortion with high accuracy. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported
License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10
.1117/1.OE.56.1.013108]
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1 Introduction
Lens distortion is usually classified into three types: radial
distortion, decentering distortion, and thin prism distortion.1–4

In practice, for most lenses, the radial distortion component
is predominant.5,6 It may appear as a barrel distortion or
pincushion distortion. Radial distortion bends straight lines
into circular arcs,6 violating the main invariance preserved
in the pinhole camera model, in which straight lines in the
world map to straight lines in the image plane.7 Radial dis-
tortion is the most significant type of distortion in today’s
cameras.5,8

Methods used for obtaining the parameters in the radial
distortion function for correcting the distorted images can
be divided roughly into two major categories: multiple
views method9–14 and single view method.6,7,15,16 For multiple
views method, the most widely used offline calibration soft-
ware is the toolbox provided by Jean-Yves Bouguet.17

It can process calibration after the image is imported with
a lens distortion model that includes seven parameters
which are sufficient for most kinds of cameras. Although
the fact that the multiple views method does not require a spe-
cial condition in the scene, for example, straight lines, making
it have a wide range of applications, the disadvantage of
this method is that it does require multiple images which
are not available in many cases, to conduct the process.6

In the past decades, many methods for radial distortion
estimation have been proposed in research.18–26 Bukhari

and Dailey21 proposed a method for automatic radial distortion
estimation based on the plumb-line approach. They compared
statistical analyses of how different circle fitting methods con-
tribute to accurate distortion parameter estimation. They
provide qualitative results on a wide variety of challenging
real images. Alvarez et al.22,23 proposed an algebraic
approach to the estimation of the lens distortion parameters
based on the rectification of lines in the image. The lens
distortion parameters are obtained by minimizing a four
total-degree polynomial in several variables. Lens distor-
tion is estimated by the division model using one parameter,
which allows stating the problem into the Hough transform
scheme by adding a distortion parameter to better extract
straight lines from the image.24–26 RGB-D cameras, such
as the Microsoft Kinect, have become very widely used
in perceptual computing applications. To utilize the full
potential of RGB-D devices, calibration must be performed
to determine the intrinsic and extrinsic parameters of the
color and depth sensors and to reduce lens and depth dis-
tortion. Early work for calibration of RGB-D devices
includes Herrera’s method27 and Smisek’s method.28

In this study, our method based on the use of distorted
straight lines falls in the second category. The method
works on a single image in which at least three distorted
straight lines exist and does not require a calibration pattern.
The Brown model29–33 is most commonly used to describe
lens distortion, and it works best for lens with small distor-
tions. However, when the distortion becomes large, it may
not be satisfactory. We use Fitzgibbon’s division model9

of radial distortion with a single parameter. The division
model is capable of expressing large distortion at a much*Address all correspondence to: Xiangjun Wang, E-mail: tjuxjw@126.com
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lower order. Hartley and Kang argued that the usual
assumption that the distortion center is at the image center
is not safe.13 Our method also computes the center of
radial distortion, which is important in obtaining optimal
results.

The rest of this paper is structured as follows. Section 2
describes the distortion model and the estimation of distor-
tion parameters. In Sec. 3, a detailed quantitative study is
presented of the performance evaluation on both synthetic

and real images. Finally, this paper comes to conclusions
in Sec. 4.

2 Methodology

2.1 Distortion Models

The Brown model that is most commonly used to describe
lens distortion can be written as

EQ-TARGET;temp:intralink-;e001;63;641

�
xu ¼ ðxd − x0Þð1þ k1r2d þ k2r4d þ k3r6dþ · · · Þ þ ð1þ p3r2dþ · · · Þfp1½r2d þ 2ðxd − x0Þ2� þ 2p2ðxd − x0Þðyd − y0Þg;
yu ¼ ðyd − y0Þð1þ k1r2d þ k2r4d þ k3r6dþ · · · Þ þ ð1þ p3r2dþ · · · Þfp2½r2d þ 2ðyd − y0Þ2� þ 2p1ðxd − x0Þðyd − y0Þg;

(1)

where ðxu; yuÞ and ðxd; ydÞ are the corresponding coordinates of
an undistorted point and a distorted point in an image, respec-
tively. rd ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxd − x0Þ2 þ ðyd − y0Þ2

p
is the Euclidean distance

of the distorted point to the distortion center ðx0; y0Þ.
According to Zhang,5 the radial distortion is predominant.

The most commonly used radial distortion model can be
written as

EQ-TARGET;temp:intralink-;e002;63;504

�
xu ¼ xdð1þ λ1r2d þ λ2r4dþ · · · Þ;
yu ¼ ydð1þ λ1r2d þ λ2r4dþ · · · Þ; (2)

supposing that the distorted center ðx0; y0Þ is the center of
the image. This model works best for lenses with small
distortions. However, when the distortion becomes large,
it may not be satisfactory and many other factors have to
be taken into account in practice.6

Fitzgibbon9 proposed the division model as

EQ-TARGET;temp:intralink-;e003;63;388

8<
:

xu ¼ xd
1þλ1r2dþλ2r4dþ · · · ;

yu ¼ yd
1þλ1r2dþλ2r4dþ · · · :

(3)

The most remarkable advantage of the division model
over the Brown model is that it is able to express a large
distortion at a much lower order. In particular, for many
cameras, a single parameter would suffice.9,10 In our study,
we use the single parameter division model

EQ-TARGET;temp:intralink-;e004;63;276

(
xu ¼ xd

1þλr2d
;

yu ¼ yd
1þλr2d

:
(4)

2.2 Distortion of a Straight Line

Under the single parameter division model, the distorted
image of a straight line can be treated as a circular arc.6

The equation of a straight line is expressed as

EQ-TARGET;temp:intralink-;e005;63;164Axu þ Byu þ C ¼ 0: (5)

From Eq. (4), we have

EQ-TARGET;temp:intralink-;e006;63;118A
xd

1þ λr2d
þ B

yd
1þ λr2d

þ C ¼ 0; (6)

then, we obtain a circle equation

EQ-TARGET;temp:intralink-;e007;326;583x2d þ y2d þ
A
Cλ

xd þ
B
Cλ

yd þ
1

λ
¼ 0: (7)

If ðx0; y0Þ is the center of radial distortion, we have

EQ-TARGET;temp:intralink-;e008;326;540

ðxd − x0Þ2 þ ðyd − y0Þ2 þ
A
Cλ

ðxd − x0Þ

þ B
Cλ

ðyd − y0Þ þ
1

λ
¼ 0: (8)

Let D ¼ A
Cλ − 2x0, E ¼ B

Cλ − 2y0, F ¼ x20 þ y20 − A
Cλ x0 −

B
Cλ y0 þ 1

λ, then, we have

EQ-TARGET;temp:intralink-;e009;326;447x2d þ y2d þDxd þ Eyd þ F ¼ 0; (9)

and

EQ-TARGET;temp:intralink-;e010;326;404x20 þ y20 þDx0 þ Ey0 þ F −
1

λ
¼ 0: (10)

Equation (9) indicates that a group of parameters ðD;E; FÞ
can be determined by fitting a circle to an arc which is
extracted from the image. The circular arc in the image is
projected from a straight line in the world. By extracting
at least three arcs and determining three groups of parameters
ðD;E; FÞ, the distortion center can be estimated by solving
the linear equations of

EQ-TARGET;temp:intralink-;e011;326;291

� ðD1 −D2Þx0 þ ðE1 − E2Þy0 þ ðF1 − F2Þ ¼ 0;

ðD1 −D3Þx0 þ ðE1 − E3Þy0 þ ðF1 − F3Þ ¼ 0;
(11)

and an estimate of λ can be obtained from

EQ-TARGET;temp:intralink-;e012;326;235λ ¼ 1

x20 þ y20 þDx0 þ Ey0 þ F
: (12)

When extracting more than three arcs from an image and
determining these parameters ðD;E; FÞ, the parameter
ðx0; y0; λÞ can be obtained based on the Levenberg–
Marquardt (LM) scheme. Although the method requires at
least three distorted lines residing in an image, it can cope
with a situation in which fewer lines are found by adding
more images taken by the same camera with different
capturing angles. As long as there is a line involved in
the scene, the method is applicable.
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2.3 Method of Circle Fitting

To find arcs, we first extract edges using the Canny operator.
Then we track all the edge points associated with a starting
point. From a given starting point, we track in one direction,
storing the coordinates of the edge points in an array and
label the pixels in the edge image. When no more connected
points are found, we return to the start point and track in the
opposite direction. Finally, a check for the overall number of
edge points found is made and the edge is ignored if it is
too short.

After the initial arc identification process, an initial guess
of parameters is assigned to each resulting arc, followed
by the LM iterative nonlinear least squares method to
produce the optimized parameters. Taubin fit is used for
the initial guess.34 It uses four parameters to specify a
circle: aðx2 þ y2Þ þ bxþ cyþ d ¼ 0, with a ≠ 0. The
center of the circle is ð−b

2a ;
−c
2aÞ and the radius is given

by r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð−b
2aÞ2 þ ð−c

2aÞ2 − d
a

q
. It minimizes the objective

function Ωða;b; c; dÞ ¼P
N
i¼1ðax2i þ ay2i þ bxi þ cyi þ d2Þ,

subject to the constraint that 4a2zþ 4abxþ 4acyþ
b2 þ c2 ¼ 1, where x is the mean of the points’ x
coordinates, y is the mean of the points’ y coordinates,
and z ¼ 1

N Σ
N
i¼1ðx2i þ y2i Þ. The objective function for

LM fit35 is Ωðxc; yc; rÞ ¼
P

N
i¼1 ðri − rÞ2, where ri ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðxi − xcÞ2 þ ðyi − ycÞ2
p

.

3 Result and Discussion
Experiments were carried out on both synthetic and real
image data. The performance evaluation of the proposed
approach was conducted. We use Hough entropy to evaluate
the quality of recovering distorted synthetic images. The
Hough transform is a technique that can find lines in
images.36 The basis of the technique is the transform of
a line to a point in a Hough space. A line is represented
by a single point in the two-dimensional (2-D) Hough
space of ρ × θ, in which the values of these points vary.
In our case, a specified threshold is set empirically as
0.3 �max(Hough space) to obtain all peaks which represents
lines. A straight line in the distorted image is treated as a
circular arc and we only use the values of θ to measure
the straightness. So transform the 2-D Hough space of
ρ × θ to a one-dimensional (1-D) θ space by summing
over the ρ values for each θ, then the Hough entropy is
defined as

EQ-TARGET;temp:intralink-;e013;326;584H ¼ −
XBins
b¼1

pðHbÞlog2½pðHbÞ�; (13)

where Bins is the number of θ discrete bins (we set Bins ¼
180), and pðHbÞ is the value of probability.

3.1 Tests on Synthetic Images

An image in size of 640 × 480 pixels, as shown in Fig. 1,
was used as a source image (H ¼ 1). Synthetic images
are generated from the source image with given information
of the distortion parameters ðx0; y0; λÞ. We performed three
series of experiments with synthetic images.

3.1.1 Varying λ

In the first series, synthetic images are obtained with distor-
tion parameters ð320;240; λÞ, with varying λ at different
levels (from extreme pincushion to barrel distortion). For
a positive λ (pincushion distortion), the size of synthetic
images is larger than 640 × 480 pixels, and the distortion
center is different from known parameters of ðx0; y0; λÞ.
For a negative λ (barrel distortion), the size of synthetic
images is 640 × 480 pixels, and the distortion center is
fixed at (320, 240). The synthetic images, corrected images,
and the corresponding 1-D Hough transforms are shown in
Fig. 2. For the extreme case of λ ≥ 5.0 × 10−6, we only map
the points for which r2d ≤ 1∕ð4λÞ, resulting in a circular valid
region around the image center.

As shown in Fig. 2, the proposed method works very well
for all distortion parameters in the test interval and remove
image radial distortion with high accuracy. Estimated results
of distortion parameters and Hough entropy of corrected
images are shown in Table 1. The initial estimation only
extracts three arcs which have maximum distortion, and
the estimation based on the LM method extracts sixteen arcs
which also have maximum distortion. Dis is the Euclidean
distance between ðx0; y0Þtrue and ðx0; y0Þestimate. Rel is the
relative error for λ, i.e., jðλestimate − λtrueÞ∕λtruej. Dis, λestimate,
and Rel can be found in Table 1.

From Table 1, we can see that the proposed approach
produces convincing distortion parameters which are very
close to the true distortion parameters used for generating
the synthetic images. This method is very robust even at
extreme cases. Table 1 also shows that the LM method
provides better estimates than the three arcs methods.
Although the LM method may slightly increase Dis, it has

Fig. 1 Source image and the corresponding 1-D Hough transforms.
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Fig. 2 Correction of synthetic images (with different λ). (a) For positive λ. First column: distorted images
at different levels of λ. Second column: corresponding 1-D Hough transforms of first column. Third
column: corrected images of first column. Fourth column: corresponding 1-D Hough transforms of
third column. (b) For negative λ. First column: distorted images at different levels of λ. Second column:
corresponding 1-D Hough transforms of first column. Third column: corrected images of first column.
Fourth column: corresponding 1-D Hough transforms of third column.

Table 1 Estimated results of the synthetic images from Fig. 2.

λtrue

Initial estimate Estimate by LM method

Hλestimate Rel Dis λestimate Rel Dis

1.0 × 10−5 0.999777183 × 10−5 2.2817 × 10−4 0.6704 0.99993718 × 10−5 6.282 × 10−5 0.7208 0.9911

5.0 × 10−6 5.0006619 × 10−6 1.3237 × 10−4 0.7185 5.0002084 × 10−6 4.169 × 10−5 0.7043 0.9710

1.0 × 10−6 1.0007869 × 10−6 7.8688 × 10−4 0.6429 0.9996487 × 10−6 3.5131 × 10−4 1.1189 1

8.0 × 10−7 7.978815 × 10−7 2.64816 × 10−3 0.9011 8.002692 × 10−7 3.3644 × 10−4 0.9705 1

6.0 × 10−7 6.007668 × 10−7 1.27806 × 10−3 1.4614 6.002536 × 10−7 4.2261 × 10−4 0.6508 1

4.0 × 10−7 4.025900 × 10−7 6.47499 × 10−3 4.2259 3.999954 × 10−7 1.146 × 10−5 3.0141 1

2.0 × 10−7 2.068505 × 10−7 3.425237 × 10−2 3.9462 1.995506 × 10−7 2.24694 × 10−3 6.4786 1

−2.0 × 10−7 −2.056167 × 10−7 2.808350 × 10−2 11.7907 −2.011946 × 10−7 5.97300 × 10−3 7.3833 1

−4.0 × 10−7 −3.951756 × 10−7 1.206111 × 10−2 6.5535 −3.966594 × 10−7 8.35147 × 10−3 1.9250 1

−6.0 × 10−7 −6.062686 × 10−7 1.044762 × 10−2 3.8644 −6.025610 × 10−7 4.26833 × 10−3 1.6750 1

−8.0 × 10−7 −7.919760 × 10−7 1.003003 × 10−2 3.4495 −8.008144 × 10−7 1.01804 × 10−3 1.1657 1

−1.0 × 10−6 −1.0014953 × 10−6 1.49534 × 10−3 0.8899 −0.9995671 × 10−6 4.3291 × 10−4 0.7946 1

−5.0 × 10−6 −4.9972071 × 10−6 5.5859 × 10−4 1.0859 −5.0008469 × 10−6 1.6937 × 10−4 0.9439 1

−1.0 × 10−5 −0.99546012 × 10−5 4.53988 × 10−3 0.3783 −1.00022696 × 10−5 2.2696 × 10−4 0.5654 1
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Fig. 3 Correction of synthetic images (with different distortion center). First column: distorted images.
Second column: corresponding 1-D Hough transforms of first column. Third column: corrected images of
first column. Fourth column: corresponding 1-D Hough transforms of third column.
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dramatically reduced Rel. The results in terms of relative
estimation error for λ in Table 1 show quite clearly that
our method is extremely accurate at estimating λ, the esti-
mated results of Rel based on the LM method at the
range of 10−3 to 10−5. Rel increases when λ is close to
zero, which reflects the following factor: since the true
value is extremely small, small deviations between the esti-
mated and true parameter values give relatively large errors.
Table 1 shows quite clearly that the estimated results of Dis
based on the LM method are less than 8 pixels. Furthermore
in the case of jλj ≥ 6.0 × 10−7, Dis are less than 2 pixels.
Hough entropy is always equal to 1 except for the extreme
case of λ ≥ 5.0 × 10−6. For this case, we only map the points
for which r2d ≤ 1∕ð4λÞ [see Fig. 2(a)]. θ is always equal to
0 (or 90) in the Hough space even for the extreme case of
λ ≥ 5.0 × 10−6, which shows that our method is robust.
Real images may not contain too many distorted straight
line. Fortunately, the results in Table 1 show quite clearly
that the initial estimation only extracting three arcs which
have satisfactory accuracy.

3.1.2 Varying distortion center

In the second series, synthetic images are obtained with
the distortion fixed at a moderate level of barrel distortion
ðλ ¼ −1.0×−6Þ while varying the distortion center. The syn-
thetic images, corrected images, and the corresponding 1-D
Hough transforms are presented in Fig. 3. Dis, λestimate, and
Rel can be found in Table 2.

As shown in Fig. 3, the proposed method works very well
for all distortion parameters in the test interval and removes
image radial distortion with high accuracy. From Table 2,

we can see that our method gives good results about the
distortion parameter ðx0; y0; λÞ. The results in terms of
relative estimation error for λ in Table 2 show quite clearly
that our method is extremely accurate at estimating λ, and
for estimated results of Rel based on the LM method at
the range of 10−4 to 10−6. The estimated results of Dis
based on the LM method are less than 3 pixels. Hough
entropy is always equal to 1, which shows that our method
is robust.

3.1.3 Comparison to another technique

To gauge the accuracy of our method, we have compared it to
the method developed by Alvarez et al.22,23 Alvarez et al.
have deployed a demo web site37 for their method that allows
users to submit an image for removing distortion after man-
ually selecting distorted lines from it. For a fair comparison,
the same three lines were used in both Alvarez’s method and
our method. A synthetic image was generated from the
source image with given information of distortion parameters
ð320;240; λ ¼ −1.0 × 10−6Þ. The synthetic image, corrected
images, and the corresponding 1-D Hough transforms are
presented in Fig. 4. Dis, ðx0; y0Þestimate, and H can be
found in Table 3. Compared to the source image (Fig. 1),
the content of the corrected image [Fig. 4(b)] which gener-
ated from Alvarez’s method is zoomed out, and content of
the corrected image [Fig. 4(c)] which is generated from the
proposed method is unchanged. As shown in Fig. 4, the pro-
posed method outperforms Alvarez’s method in terms of
visual qualities. From Table 3, we can see quantitatively
that the proposed method has dramatically reduced Dis, and
the Hough entropy is equal to the source image. Moreover,

Table 2 Estimated results of the synthetic images from Fig. 3.

ðx0; y0Þtrue

Initial estimate Estimate by LM method

Hλestimate Rel ðx0; y0Þestimate Dis λestimate Rel ðx0; y0Þestimate Dis

(300, 220) −0.9993661 × 10−6 6.3387 × 10−4 (302.0406,
220.5043)

2.1019 −0.9997905 × 10−6 2.0946 × 10−4 (301.1228,
219.5050)

1.2271 1

(300, 260) −0.9997047 × 10−6 2.9529 × 10−4 (301.7350,
259.7820)

1.7486 −1.0000697 × 10−6 6.974 × 10−5 (300.9076,
259.0131)

1.3408 1

(340, 220) −1.0040027 × 10−6 4.00267 × 10−3 (337.1097,
219.6016)

2.9176 −1.0002655 × 10−6 2.6555 × 10−4 (338.4051,
219.1870)

1.7902 1

(340, 260) −1.0036289 × 10−6 3.62891 × 10−3 (337.0461,
258.7703)

3.1997 −0.9997154 × 10−6 2.8457 × 10−4 (337.7498,
259.1804)

2.3948 1

(240, 160) −1.0012700 × 10−6 1.27000 × 10−3 (239.0277,
159.8959)

0.9778 −0.9996601 × 10−6 3.3993 × 10−4 (237.9878,
158.7605)

2.3633 1

(240, 320) −0.9969717 × 10−6 3.02829 × 10−3 (239.9595,
319.4118)

0.5896 −1.0000098 × 10−6 9.84 × 10−6 (238.2006,
320.1384)

1.8048 1

(400, 160) −1.0028122 × 10−6 2.81218 × 10−3 (399.3107,
159.8861)

0.6987 −0.9998814 × 10−6 1.1862 × 10−4 (398.1673,
159.2641)

1.9749 1

(400, 320) −1.0023331 × 10−6 2.33315 × 10−3 (398.8879,
317.7069)

2.5486 −1.0000925 × 10−6 9.248 × 10−5 (398.1597,
319.5542)

1.8935 1
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compared to Alvarez’s method which requires manual inter-
vention to select distorted straight lines, the proposed method
requires much less processing time.

3.2 Tests on Real Images

The original tested real images and corrected images are
shown in Fig. 5, the original image of (a)–(g) are obtained
from the Image Processing on Line website.38 From Fig. 5,
we can obviously observe the distortion (left in a pair) as
well as correction (right in a pair). These results demon-
strated that the radial distortion has been successfully
removed in the recovered images. It shows the robustness
and accuracy of the proposed approach in the radial distor-
tion correction.

For the quantitative evaluation, we have compared the
proposed method to Zhang’s method5 and Alvarez’s method.
For Zhang’s method, it has to use a calibration pattern

(checkerboard with black-and-white squares) to estimate
the camera’s intrinsic parameters, therefore, its process takes
a much longer time. For the comparison of Alvarez’s method
and the proposed method, the same three distorted lines
were taken for the purpose. The real image, corrected
images, and the corresponding 1-D Hough transforms are
presented in Fig. 6. As expected, the proposed method out-
performs Zhang’s method and Alvarez’s method in terms
of visual qualities. Compared to Zhang’s method which
involves camera calibration and Alvarez’s method which
requires manual intervention to select distorted straight
lines, the proposed method is much faster in terms of
processing time. The probability distribution in 1-D θ
Hough space in Fig. 6(d) shows that our method is much
more uniform at 0 deg and 180 deg compared to those in
Figs. 6(b) and 6(c). This means that the proposed method
has a more satisfactory result in removing image radial
distortion.

Fig. 4 (a) Synthetic image and corresponding 1-D Hough transforms. (b) Corrected image of (a) which
generated from Alvarez’s method and corresponding 1-D Hough transforms. (c) Corrected image of
(a) which generated from the proposed method and corresponding 1-D Hough transforms.
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4 Conclusions
In this paper, we proposed an approach for correcting image
radial distortion caused by lens. This method works on a sin-
gle image and does not require a special calibration pattern.
Experimental results have shown a significant achievement
in correcting image radial distortion in both synthetic and

real images. The key contributions of the study can be
summarized in three aspects. (1) The proposed method is
accurate and robust in estimating radial distortion. It is
extremely useful in many applications, particularly for those
where human-made environments contain abundant lines.
Although the proposed method requires at least three dis-
torted lines residing in an image, it can cope with a situation
in which fewer lines are found by adding more images taken
by a same camera with different capturing angles. As long as
there is a line involved in the scene, the proposed method is
applicable. (2) The quantitative evaluation of the estimated
radial distortion parameters has been achieved by the defined
measure of Hough entropy based on the probability distribu-
tion in 1-D θ Hough space. (3) The “Taubin fit” technique
has shown its positive effect in the initial guess of an arc’s
parameters. It has significantly improved the convergence

Table 3 Results comparison of the synthetic image from Fig. 4.

Algorithm ðx0; y0Þestimate Dis H

Alvarez et al. (330.0076, 235.0030) 11.1858 1.7206

Proposed (319.6754, 239.1714) 0.8899 1

Fig. 5 Correction of real images. Some lines that are straight in the world have been annotated with red
straight lines in the corrected image, showing strong vanishing points. (a) (b) (c) (d) (g) are building,
(e) bedroom, (f) solar power plant, and (h) the ceiling of corridor.
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rate in the process of the LM iterative nonlinear least squares
method to calculate an arc’s parameters.
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