Population-based visual acuity in the presence of defocus well predicted by classical theory
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Abstract. According to classical theory, visual acuity (VA) can be modeled using the intersection of the eye’s modulation transfer function with a retinal threshold function. To date, there have been limited attempts to validate this methodology by comparing theory with actual measured data. We use the methodology to predict the visual acuity in the presence of defocus of a population of cataract patients implanted with diffractive multifocal intraocular lenses. For the prediction, we used a set of physiological eye models that include chromatic and higher order aberrations. We found that the simulations correlated strongly to the clinical outcomes ($R^2=0.93$). While the simulated VA of the eye models was systematically 0.05 logMAR units lower (better acuity) than the clinical results, this difference was independent of defocus ($p=0.98$). These results show that when the simple and straightforward classical theory is applied using physiological eye models, accurate predictions of the VA, and through-focus VA of a population can be made. This method may be suited for predicting visual performance of new cataract and refractive treatments. © 2010 Society of Photo-Optical Instrumentation Engineers. [DOI: 10.1117/1.3475956]
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Visual acuity (VA) is the spatial resolving power of the visual system. It expresses the angular size of detail that can just be resolved by the observer. The limits of visual acuity are imposed by optical and neural factors or their combination. Measured using a letter chart, visual acuity is a standard test in almost every ophthalmic practice. According to classical theory, visual acuity can be calculated from the spatial frequency at which the eye’s modulation transfer function (MTF) intersects with the retinal threshold function. Here, we apply this method using a set of physiological eye models and compare the results with a set of measurements on a population of cataract patients implanted with multifocal intraocular lenses (IOLs).

Cataract patients implanted with conventional, monofocal intraocular lenses lack the ability to accommodate, and hence, they could benefit from an increased depth of field to see objects at different distances. Multifocal IOLs not only supply two simultaneous focal points, one for seeing distant objects and one for viewing near objects (e.g., reading), but also exhibit a depth of focus, which results in a degree of visual performance at intermediate distances.

For this study, we modeled the diffractive Tecnis® Multifocal IOL (Model ZM900, Abbott Medical Optics, Inc.) and compared it with the clinically measured defocus curves, obtained from a group of 11 bilaterally implanted Tecnis Multifocal patients.

The Tecnis Multifocal IOL design has a diffractive relief pattern on the posterior surface, splitting the light in equal amounts of 41% to the far and near focus, while 18% of the light is lost in nonfunctional diffractive orders. The diffractive add power for near vision is +4 diopeters, which corresponds to about +3 diopeters in the spectacle plane. The lens also has an aspheric surface on the anterior side of the optic to reduce spherical aberration. This surface has been described elsewhere.

The clinical measurements were performed with 11 patients bilaterally implanted with the Tecnis Multifocal IOL model ZM900. These patients, ages 52 to 76 years old (mean age 65.8 ± 7.1 years), and screened for ocular disease, had natural pupil sizes between 2.5 and 4.0 mm under photopic lighting conditions. Defocus testing was performed using a self-calibrating, self-illuminating (85 cd/m²) EDRS chart placed 4 m in front of the patient; defocus was induced by placing successive minus trial lenses in 0.5-D increments over the patient’s best distance correction; and binocular visual acuity was measured at each defocus position, from zero (best correction) to −5 diopeters. The number of letters read correctly were recorded and converted to logMAR values, including a mathematical correction for the magnification of the trial lenses (i.e., −0.03 logMAR at −5 diopter defocus).

Recently, a set of 46 physiological eye models has been introduced to predict the visual performance in terms of retinal image quality of eyes implanted with IOLs. These eye models demonstrate wavefront aberrations that are characteristic for a cataract population and were also verified against clinical data of contrast vision. Here, we use the same eye models.

For each individual eye model, the power of the IOL was determined based on the eye length and corneal power, using the SRK/T formula. A spectacle lens was modeled at 12 mm in front of the cornea. Eye models were refracted for both spherical and cylindrical power to the closest 0.25-diopter increment. Defocus testing was simulated as follows: (1) a point source target was placed 4 m in front of the anterior cornea; (2) the eye models had a fixed physical pupil diameter of 3.0 mm, corresponding to an apparent pupil size of approximately 3.3 mm; (3) defocus was obtained by varying the power of the spectacle lens in 0.25-diopter increments; (4) at each defocus position, the simulated visual acuity was calculated. Simulated visual acuity (sVA) is determined by first calculating the average radial polychromatic modulation transfer function (rMTF) for each eye model with varying levels of defocus. The sVA is calculated from the spatial frequency at which the rMTF intersects with the retinal threshold function. The optical simulations were carried out using
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commercial optical design software (OSLO Premium, Lambda Research Corporation).

Figure 1(a) shows an example of the rMTF of one of the eye models, together with the retinal threshold curve. In order to depict the influence of rMTF on spatial vision, the spatial frequency on the horizontal axis is replaced by the angular resolution in logMAR units. The rMTF curve for each defocus value intersects the retinal threshold curve, and this results in the sVA as a function of defocus. These graphs were made for each eye model. Figure 1(b) shows the 46 simulated defocus curves. For visualization purposes, each consecutive curve is shifted down by 0.02 logMAR. All eye models show the same general behavior, having a peak sVA at zero defocus (best spectacle correction) and another peak at near focus. Figure 2(b) shows the way the clinical defocus curves are usually represented, being an average of the VA results for each defocus value, and with error bars representing the standard deviation. The average defocus curve of the eye models strongly mimics the clinically tested average defocus curve. The graphs show a best near VA at −2.75 diopters defocus (spectacle add) for the eye models, compared to −3.0 diopters for the clinical experiments. It should be noted that in the clinical experiments, the defocus was varied in −0.5-diopter increments, while simulated testing was performed in −0.25-diopter increments. The best corrected distance sVA was −0.08 ± 0.03 logMAR, and the best distance corrected near sVA was −0.09 ± 0.03 logMAR. For the clinical results, these values were −0.04 ± 0.08 and −0.03 ± 0.08, respectively. As generally experienced with a bifocal IOL, there is a reduction in intermediate acuity between the best far and near vision. For the eye models, the lowest average sVA, 0.15 logMAR (20/29 Snellen), is experienced at −1.5 diopters of defocus, meaning a 0.23 logMAR reduction compared to the best focus positions (far and near). Similarly, the clinical results showed that the lowest average VA is at −1.5 diopters of defocus. The average VA at this position was 0.24 ± 0.09 logMAR (20/34 Snellen), and the reduction compared to the best focus positions (far and near) is 0.27 logMAR units. Within the range of 0 to −4 diopters of defocus, the sVA of the eye models is on average −0.05 logMAR units lower than the clinical results, and there is no statistically significant relationship between this difference and defocus ($p=0.98$). The correlation between sVA and clinical VA is shown in Fig. 3. This correlation can be used to fine-tune the predictions of visual acuity using eye models. The figure
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**Fig. 1** (a) rMTF of one of the eye models for the best corrected case (BC) and with −0.5 and −1.0 diopters of (additional) defocus. (b) Resulting defocus curves of 46 eye models, showing the sVA as a function of spectacle defocus. For visualization purposes, each consecutive curve is shifted down by 0.02 logMAR. (Color online only.)
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**Fig. 2** Defocus curves obtained from (a) eye model simulations and (b) clinical testing.
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**Fig. 3** Plot showing the correlation between the clinically measured visual acuity and the simulated visual acuity from the eye models, both in logMAR, with the range of zero to −4.5 diopters of defocus. Linear regression results in a correlation coefficient of $R^2=0.93$. 
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shows that the differences between the eye models and clinical results become larger when the VA becomes lower. A possible explanation is that these values are influenced by (lack of) neural adaptation to blur.\(^1\)

The clinical data shows larger standard deviation than the simulations. This can be attributed to intersubject and between-subject variation. Visual acuity measurements have a test–retest variability of about 0.1 logMAR,\(^12\) while simulations have no test–retest variability. In addition, the simulations were not affected by variations in retinal threshold and IOL tilts and decentrations.

While Fig. 2 shows the defocus curves in the way that they are usually presented when reporting clinical results, it should be noted that the curves are affected not only by the VA values, but also by individual differences in patients’ defocus value at which the best near VA is achieved. For example, a patient having a best near performance at a large defocus value (e.g., $<-3$ D) may reduce the average intermediate result as well as the average near result. Alternatively, a patient having a best near VA at a small defocus value (e.g., $>-2$ D) may increase the average intermediate VA and decrease the average near VA. To overcome this issue, patient averages can be reported for average best near VA (clinical: $-0.03 \pm 0.07$ logMAR; eye models: $-0.10 \pm 0.03$ logMAR), average defocus at which best near VA occurs (clinical: $-3.09 \pm 0.20$ dioptr; eye models: $-2.81 \pm 0.18$ dioptr), average lowest intermediate VA (clinical: $0.28 \pm 0.06$ logMAR; eye models: $0.16 \pm 0.02$ logMAR), and average defocus at which the lowest intermediate performance occurs (clinical: $-1.55 \pm 0.35$ dioptr; eye models: $-1.41 \pm 0.19$ dioptr). For the clinical data set, these results are very similar to those presented in Fig. 2(b). This indicates that the clinical outcome was very consistent across patients. The impact of averaging defocus curves is affected by the consistency of the clinical procedures of refracting the patients, as well as by the consistency of the population, e.g., in terms of axial length of the eyes. Both factors introduce horizontal variations in the defocus curve.

The eye models were used to simulate the clinical defocus curve testing. The simulated visual acuity was higher than the clinically measured visual acuity. As mentioned earlier, neural adaptation is one of the reasons. Another reason could be choice of the retinal threshold curve,\(^2\) which was determined under different conditions than those of the clinical test in this study. The simulations used the MTF in the prediction of letter acuity. Letter shapes are complex, however, and letters consist of a range of spatial frequencies and are not rotationally symmetrical, while being compared with a rotationally averaged radial MTF. Also, letters are black-on-white characters having sharp edges, while the MTF represents the modulation of a sine-wave grating. To account for this difference, Greivenkamp et al.\(^3\) suggested using the square-wave MTF. This approach was not followed in our study, since the retinal threshold function was also based on a sine-wave grating. The simulations did not incorporate the influence of the Stiles-Crawford effect. However, as the pupils in the eye models are relatively small (physical diameter 3.0 mm), the influence of the Stiles-Crawford effect is negligible in the calculation of MTF.\(^13\)

These simulations show that eyes implanted with IOLs that are essentially bifocal still result in functionally useful vision at intermediate distances. This is in contrast with the impression that is obtained when the IOL is tested in an eye model in accordance to the ISO standard for intraocular lenses.\(^14\) The ISO standard requires IOLs to be tested in a monochromatic, aberration-free eye model. Measurement of the MTF under these conditions shows only the two distinct foci for the multifocal IOL—one for far focus, and one for near—corresponding to a +4 diopter add power. Between these two foci, there is only measurement noise, which is in sharp contrast to the functional level of visual acuity, as shown in Fig. 2(b). This difference can be attributed to the differences between the ISO standard and the clinical situation as simulated by the eye models, including the use of monochromatic light instead of white light, an aberration-free eye model versus eye models that incorporate residual defocus and astigmatism, spherical aberration and irregular higher order aberration, the inclusion of a retinal limit to seeing detail, and the use of a different optical metric—sVA versus MTF at one specific spatial frequency.

References