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Abstract. A new optical acquisition scheme based on a pair of digital
micromirror devices is developed and applied to three-dimensional
tomographic imaging of turbid media. By using pairs of illumination-
detection patterns with a single detector, we were able to perform
high-resolution quantitative volumetric imaging of absorption hetero-
geneities embedded in optically thick samples. Additionally, a tomog-
raphic reconstruction algorithm was implemented on a graphical pro-
cessor unit to provide optical reconstructions at a frame rate of 2 Hz.
The structured illumination method proposed in this work has signifi-
cant cost advantages over camera systems, as only a single detector is
required. This configuration also has the potential to increase frame
rate. © 2010 Society of Photo-Optical Instrumentation Engineers.
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Introduction

ptical imaging in turbid media saw rapid development over
he last few years. Applications in cancer detection,1,2 the
onitoring of brain activation,3,4 and small animal fluores-

ence imaging5–7 were demonstrated. These developments
lso led to new commercial offerings. With this emergence of
iffuse optical tomography �DOT�, systems with an increas-
ng number of sources and detectors were built to enhance
mage quality by exploiting a larger set of measures. In par-
icular, it has been recently recognized that with dense spatial

easurements, it is possible to image complex structures with
igh-resolution.8

In this work, we focus on noncontact transmission geom-
try with planar source and detector planes. Such geometry is
ommonly employed in optical mammography9 and small
nimal imaging associated with coupling liquid to mitigate
igh dynamical range in the detection signals.10 Previous dif-
use optical tomography systems were implemented in this

ddress all correspondence to: Frédéric Lesage, École Polytechnique de Mon-
réal, Département de Génie Électrique, C.P. 6079 Succ. Centre-Ville, Montréal,
uébec H3C 3A7 Canada. Tel: 514.340.4711 Ext: 7542; Fax: 514.340.4611;

-mail: frederic.lesage@polymtl.ca
ournal of Biomedical Optics 016006-
geometry by either positioning a series of punctual light
sources and detection points at different positions on the
sample surface or scanning the sources. This scan was done
mechanically9 or optically with galvanometer mirrors8 provid-
ing high-density measurements. Detection in these configura-
tions was mostly performed with either single detectors or a
sensitive camera. While these acquisition strategies are ex-
perimentally straightforward to implement, they suffer from a
major drawback. To acquire dense illumination and detection
measurements, every light position has to be spatially scanned
or time multiplexed, thereby limiting the frame rate that can
be achieved. This is especially crippling in functional imaging
applications where spectral information at multiple wave-
lengths is required.11 Furthermore, the large amount of data
acquired leads to massive inverse problems and necessitates
extensive computation resources.

The incentive for this work is found in two simple obser-
vations: �1� even if high-density measurements were used to
reconstruct complex structures in Ref. 8, only a smaller num-
ber of Fourier modes were employed for the reconstructions;
�2� by using digital micromirror devices �DMDs� not only for

1083-3668/2010/15�1�/016006/7/$25.00 © 2010 SPIE
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llumination but also for detection, it is possible to generate
pecifically those relevant measures for reconstruction. With
his approach, the number of measurements required is dras-
ically reduced, leading to significant data compression and
otential frame rate increase.

The ability to illuminate specific spatial Fourier modes was
xploited in recent work under the denomination of modu-
ated imaging.12 By exploiting new technologies—more pre-
isely, DMD arrays—it is possible to shine arbitrary patterns
f light on tissues and use a model of light propagation to
nfer information about the media. For example, baseline tis-
ue optical properties were estimated by illuminating distinct
patial Fourier modes and using diffusion theory.13 A recent
xtension included the study of time-domain spatial mode
ropagation14 and two-layer optical parameter estimation.12

ll these initial works were not tomographic but “sectioning”
ethods, as the tomographic information was encoded in the

requency and not retrieved through an inverse problem. Only
ecently has tomography been explored.15 Furthermore, “pure
ones” or spatial frequencies were used for illumination, di-

inishing significantly the acquisition rate. The technical rea-
on for the reduced acquisition rates is that mirrors in DMDs
an only be switched “on” or “off” and gray levels are pro-
uced by applying a pulse-width modulation �PWM� of the
irrors to create the intensity effect. While it is estimated that
ith current micromirror devices, the whole array can be con-

rolled at rates exceeding 10 kHz, the frame rate in PWM
ode is decreased to around 60 Hz.
In these previous applications, DMD technology was used

nly for illumination in combination with a camera for detec-
ion. The wide-field acquisition capabilities of the camera al-
owed the computation of all detection Fourier modes with a
ingle frame. However, acquisition frame rates are limited by
he integration time of the camera—typically, 100 ms—due to
he low-light nature of diffuse optical applications. Con-
ersely, it is possible to acquire sequentially all the detection
ourier modes directly with a detection channel comprised of
DMD and a single detector such as a photomultiplier tube

PMT� or an avalanche photodiode �APD�. Thanks to the in-
reased level of light, measures can be acquired at increased
rame rates to obtain a complete set of measures for high-
esolution DOT at unprecedented speeds.

In this work, a dual DMD acquisition technique to perform
iffuse optical imaging is experimentally demonstrated for the
rst time in phantoms. Previous work on diffusion theory is
sed to guide an approximation of the Fourier measures by
imple “on-off” mirror patterns, thereby increasing the DMD
witching speed �from 60 Hz to 10 kHz�. We show that by
electing a subset of measurements, it is possible to get suffi-
ient data for high-fidelity three-dimensional �3-D� image re-
onstruction at real-time frame rates.

Model

n the diffusion approximation to the radiative transport equa-
ion, the propagation of light in tissues �valid if �a��s�� is
odeled by a diffusion equation for the fluence �:16–18
ournal of Biomedical Optics 016006-
�− � · D�r� � + c�a�r����r� = S�r� , �1�

where D�r�=D0=1 / �3�s�� is the diffusion coefficient that
will be assumed constant in the following, �a�r� the absorp-
tion coefficient, c the speed of light in the medium, and S�r�
a source located on the boundary. In the experiments de-
scribed in the following, all measures were taken in the con-
tinuous wave �CW� mode so that the source is considered to
have no time dependence. To completely define the problem,
boundary conditions are specified by

� + ln · �� = 0, �2�

where n is an outward normal to the boundary, and l is an
extrapolation distance.19 In the slab geometry, the source and
detectors lie in the planes, rs= ��s ,zs=0� and rd= ��d ,zd=d�,
with �s,d describing two-dimensional �2-D� vectors on the sur-
face on which measures are made. Define the Green function:

�− � · D0 � + c�a�r���G�r�,r��� = ��r� − r��� . �3�

Then by using the Rytov approximation and denoting �a�r�
=�a

0+��a�r�, the following equation relates the measures to
variations in absorption:16

��r�s,r�d� = − G0�r�s,r�d�ln� I�r�s,r�d�
I0�r�s,r�d��

=� G0�r�d,r��G0�r�s,r��c��a�r��d3r� , �4�

where I and I0 are, respectively, the measured intensities of
the perturbed and unperturbed sample. For example, with
time-varying changes, the baseline I0 could be defined to be
the data taken at the beginning of the temporal changes. This
expression can also be extended beyond the diffusion approxi-
mation, e.g., for small spatial volumes where the diffusion
approximation does not hold, using other techniques to com-
pute the Green function such as Monte Carlo simulations or
numerical solutions of the radiative transport equation. Dis-
cretizing the integral in Eq. �4�, the approximate linear for-
ward model relating measures to changes in absorption
��a�r� can be inverted by a regularized pseudo-inverse or by
other techniques.

By assuming translational symmetry in the x-y directions,
define the Fourier transform in the spatial coordinates that are
“in-plane,” i.e., �s,d., as

G��,��,z,z�� =� d2q

�2��2g�q;z,z��exp�iq · ��� − ��� . �5�

Equation �4� can be written as

�̃�q�d,q�s� = c�
0

d

g�q�s;zs,z�g�q�d,z,zd���a�q�s + q�d,z�dz . �6�

Taking into account the boundary conditions,14 we can write
January/February 2010 � Vol. 15�1�2
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Fn�q� = �̃�q�/2 + p�n,q�/2 − p�n�

=�
0

d

dzg�q�/2 + p�n,z,0�g�q�/2 − p�n,z,0���a�q;z� ,

�7�

here q=qs+qd and pn= �qs−qd� /2. The Fourier transform
rovides a block-diagonalized form and can be numerically
stimated for each q. In Ref. 8, this formulation was used to
mage a complex phantom by scanning a source with a gal-
anometer mirror and taking a large set of measurements with
sensitive camera. While a dense set of measures were used

3�108�, many fewer combinations of these measures were
ctually needed in the reconstruction formula �7� since both q
nd pn were discretized. Thus, if one could generate directly
he functions Fn�q� for a series of q’s, only the data used in
he inversion formula would be measured.

As mentioned in Sec. 1, a few issues arise with this strat-
gy when focusing on this equation. First, the pure Fourier
easures are slower to generate with DMDs due to the neces-

ity of generating gray levels. Until now in modulated imag-
ng, sinusoidal measures were used, but these carry a temporal
ost due to the PWM of some mirrors and integration time of
he camera.15 Second, the optimal spatial patterns described
y Eq. �7� rely on translational invariance, which in some
ases will not be valid. Last, in situations where the diffusion
heory does not hold, this approach is not adequate since the
orward model used is inaccurate.

However, these issues can be mitigated by the following
bservations: While the diffusion theory and spatial invari-
nce are not always true, it is possible to build a forward
odel that takes into account those two issues. For example, a
onte Carlo simulation of the fluence induced by a pattern is

imple to compute by convolution, taking into account both
he issue of spatial invariance �by modeling an arbitrary me-
ium� and the diffusion theory approximation. While the ana-
ytical inversion formula requires pure Fourier modes that are
onger to measure, the DMDs can be used to get measures that
re approximates of the Fourier modes. Formula �7� is no
onger available in that case, but it provides guidance as to
hich measures are important in the inversion. The decrease
f the number of measures �by using approximate Fourier
odes� can then be exploited by using a pseudo-inverse �that

an be precomputed� to provide a real-time inversion.
These issues are investigated in the following, both in

imulations and with experimental work on phantoms. We
rst use Monte Carlo simulations to generate measures by
onvolution in a simple homogeneous volume and use pertur-
ation theory to compare different illumination/detection
chemes for tomography. Once identified, we study the effect
f noise on the reconstructions in a given scheme. Last, we
rovide experimental evidence of the feasibility of the ap-
roach proposed in this paper by using liquid phantoms.

Simulations
he availability of a large number of illumination and detec-

ion patterns �2�1012 combinations given that each array has
06 mirrors� makes it impossible to explore the entire mea-
urement space. Since our goal was to provide a proof of
rinciple for this dual DMD technique, we considered and
ournal of Biomedical Optics 016006-
compared two types of patterns. Many others can be explored,
but doing so requires an extensive study. To model light
propagation, Monte Carlo simulations were performed for a
single source in a homogeneous medium.20 Assuming perpen-
dicular translation invariance, the resulting fluence was then
convolved with each illumination pattern to create the fluence
distribution for each case. A sensitivity matrix was computed
by doing the same for the detector configuration.

Using this forward model, a numerical phantom was cre-
ated and simulated measures generated. These data were used
for the ensuing inversion, which was done with a regularized
pseudo-inverse. Forward and inverse problems were per-
formed on distinct grids to minimize the “inverse crime.” Fig-
ure 1 shows the two types of patterns used in simulations. In
each case, the same pattern sets were used for both illumina-
tion and detection �N=36�36 patterns�. The total number
was chosen to achieve a frame-rate of 2 Hz, which was the
initial target but can be chosen arbitrarily. In simulations, a
numerical phantom of rectangular geometry of 9�7�2 cm
was used. Optical parameters were set to �a=0.01 /mm and
�s�=1 /mm to mimic the experimental configuration described
in the following. Two numerical inclusions were added to the
phantom consisting of two bars, each of 5 mm width and
situated at z=8 mm. The contrast of the inclusions was set to
100%, i.e., �a=0.02 /mm.

Figure 1 compares reconstructions between the two
illumination/detection patterns: checkerboard and moving
bars. Taking a line profile across the x axis leads to a FWHM
of 9 mm for both bars, but the contrast for pattern 1 was 50%
lower than that of pattern 2 �moving bars�. For inclusions
having 100% contrasts, the reconstructed value was 40%, co-
herent with the observed spatial extent of the solution. Expec-
tations were that the checkerboard pattern would perform bet-
ter based on the analytic block diagonalization of Eq. �7� and
a singular value analysis �Fig. 2�. However, it was the moving
bars that enabled the best reconstructions for the chosen phan-
tom. The numerical noise introduced by the discretization and
the associated truncation performed during the computation of
the pseudo-inverse may explain the slightly better perfor-
mance by the moving bars pattern.

To evaluate sensitivity to noise, simulations were per-
formed with 0, 5, and 10% noise added to the simulated mea-
sures with respect to the mean. In each case, the regularization
parameter was optimized based on the mean-squared distance
between the reconstruction and the gold-standard. Results are
presented in Fig. 3 for the moving bars �pattern 2�.

While spatial aliasing was present in all reconstructions,
degradation of the reconstruction appeared only at high noise
levels �10%�. These simulations were used to find the optimal
regularization parameter for noise levels similar to that mea-
sured experimentally �1 to 2%; see the following�. These lat-
ter values were used for the following experimental recon-
structions.

In all of the preceding simulations, the reconstructions
were performed both on an eight-core computer �32-Gb
RAM, 2.83 GHz� and a graphical processor unit �GPU;
GForce 280GTX 1 Gb� system to evaluate the feasibility of
real-time 3-D imaging. On both computational platforms, re-
constructions based on precomputed pseudo-inverse were ex-
ecuted in a few milliseconds. For the inverse problem inves-
January/February 2010 � Vol. 15�1�3
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igated herein, 1296 pattern pairs and 131,072 voxels, the
ulticore and the GPU platform led to 540-ms and 220-ms

nversion time, respectively.

Experiments
he experimental setup is depicted in Fig. 4. The illumination
onsisted of a single LED �635 nm, 400 mW� collimated
ith an f=75-mm biconvex lens. The collimated beam was

ligned with the first micromirror matrix �DMD, TI Discovery
000 board�, and the pattern generated by the DMD was then
maged on the surface of the object through a 75-mm focal
ength magnifying lens. The average surface illuminated was
00 cm2, leading to an estimated 4 mW /cm2 fluence, well

ig. 1 Top left: Phantom used for the simulations. Top right: Two types
attern type. Top middle: Cross sections and quantitative values of the
ivided in 16 z-slices, each having 1.25 mm thickness; even z-slices

ig. 2 Singular values for the checkerboard �circles� and moving bars
atterns �crosses�.
ournal of Biomedical Optics 016006-
below ANSI standards. The detection side was symmetrical:
the light coming out of the turbid medium was imaged on a
second DMD with another f =75-mm biconvex lens. The de-
tection patterns generated by the second mirrors then redi-
rected the light in the direction of a collimating lens adjusted
to image the width of the DMD onto the surface of a photo-
multiplier tube. Data from the PMT, as well as the trigger
signals controlling the DMD boards, went through a home-
made adaptive electronic circuit to a DAQ card �National In-
struments PCI6009; transistor-transistor logic �TTL� levels
differ between the DAQ and the DMD boards�.

For the experiments, moving bars were chosen based on
the simulations results. In the following pilot study, a com-
plete acquisition frame consisted of 1296 measurements �36
emission patterns by 36 detection patterns�, as in the preced-
ing simulations. This number is not limited, however; it is
possible to include larger numbers of source detector pairs by
reprogramming the DMD boards. DMDs took approximately
125 �s to generate a pattern. Once the pattern was generated,
10 measurements from the voltage outputs of the PMT were
taken by the acquisition board, sampling at 200 kS /s, adding
a time lapse of 50 �s. Last, software averages and communi-
cation between computer and DMD boards took 210 �s, for a
total of approximately 385 �s by pattern. Thus, a full frame
of 1296 measures was acquired in 0.3 s leading to a frame
rate of 2 Hz including overhead. Since all patterns were
known ahead of time, a precomputed pseudo-inverse with
Tikhonov regularization was used to reconstruct the images in
real time. The data was sent by TCP/IP from the acquisition
computer to a second reconstruction computer with little

erns for illumination and detection. Bottom: Reconstructions for each
ntial absorption across a z-slice. The volume for the reconstruction is
wn.
of patt
differe
are sho
January/February 2010 � Vol. 15�1�4
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ransmit time given the intrinsic data compression afforded by
his illumination-detection approach. Data was reconstructed
n 220 ms and displayed in real-time on this second computer.

The experimental acquisitions were done on a controlled
hantom with optical properties set to �s�=1 mm−1 and a

a=0.01 mm−1 �dilution of Intralipid 10% with India ink�.
n imaging chamber with Plexiglas windows �150 mm
100 mm�20 mm� was used to hold the liquid. Since the

econstruction algorithm required a baseline measure, a set of

ig. 3 Simulations with 0, 5, and 10% noise around the mean meas
=8 mm.

Fig. 4 Experimental setup.
ournal of Biomedical Optics 016006-
frames was taken on the homogeneous liquid, phantom. Fol-
lowing this, the inclusion was inserted in the liquid, and fur-
ther frames were taken. In all cases, data were measured at the
2-Hz frame rate and stability of the system was first assessed.
The mean noise level of the measurements was observed to be
between 1 to 2% for a 2-Hz frame rate. Then, the system was
run continuously following an initial frame, and no drift was
observed while maintaining the 2-Hz rate over periods ex-
ceeding 30 min. Figure 5 shows the baseline and phantom
frames with their noise.

Using a second DMD for detection seems to provide faster
acquisitions than previously obtained in the literature. In pre-
vious work using a CCD,20 100 ms was necessary to integrate
light information in similar conditions as the ones presented
here. Given that only 36 illumination patterns would be nec-
essary in this case, since detection patterns would be com-
puted in software, the estimated acquisition time for an
equivalent data set is 3.6 s. This is approximately 7 times
slower than the method presented in this study but is also
dependent on the camera and optical configuration.

Figure 6 shows the reconstructions for distinct inclusion
positions and a comparison of these reconstructions with data
simulated for the same phantom positions. In this case, the
phantom consisted of a 3-mm-diam graphite rod �completely
absorbing�. For the three positions, the FWHM of the recon-
structed inclusion was estimated to be 6.25 mm for the ones

ts in the frame. Line profile of the reconstructions across the bars at
uremen
January/February 2010 � Vol. 15�1�5
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ositioned near the boundaries and 7.5 mm for the inclusion
ocated at the center of the liquid. These results are consistent
ith a simulation done numerically for the same inclusion

ize and the associated reconstruction �similar noise levels
ere used in the simulation�. Contrast is observed to be simi-

ar in both simulations and experimental data, but it is difficult
o infer any meanings to the values since the inclusion was
ompletely absorbing and a Born approximation was used for
econstruction. A mild aliasing phenomenon is observed and
s due to the regularity of the chosen measurement patterns for
mission and detection. This aliasing is expected to disappear
f a set of incoherent measures are used akin to work per-
ormed in compressed sensing in recent years.21 Resolution in
oth simulations and experiments are similar, as are the simu-
ated and experimental measurement frames �data not shown�.

Conclusion
n this work, simulations and experimental results were pre-
ented to validate the feasibility of a fast tomographic imager
sing structured illumination and detection. Simulations dem-
nstrated the possibility to perform reconstructions with high

ig. 5 Top: Sequence of patterns used for both illumination and de-
ection. Middle: Measured data �N=36�36� for baseline �I0� and
hantom �I� with noise in the same graph ��2%� in both cases. Bot-
om: Schematic of the rod inclusion in the liquid phantom for the
econstructions.

ig. 6 Three different phantoms used and the associated reconstruc-
ions with a regularized pseudo-inverse for the experimental data and

simulation modeling the phantom for comparison. The choice of
arpatterns introduces a small aliasing in the images related to the
ositions of the measurements.
ournal of Biomedical Optics 016006-
resolution and accurate quantification without using a large
number of measures. The reconstructions’ sensitivity to noise
was also evaluated, and the acquisition scheme was shown to
be stable in the presence of noise equivalent to that found in
experiments. The use of a small number of measures enabled
us to perform a full pseudo-inverse on a desktop computer.
With precomputation of the pseudo-inverse, a frame rate of
2 Hz, including 3-D image reconstruction, was achieved on a
GPU. These results were further exploited to provide ultra-
fast reconstruction display to assess our experiments in real
time. While not as accurate as the reconstructions found in,
Ref. 8 the reconstructions were comparable to the literature in
resolution. It is expected that by increasing the number of
patterns used, the resolution of the reconstructions will in-
crease and may be able to achieve that found in Ref. 8. How-
ever, the frame rate will diminish, and further work is required
to assess the best patterns to optimize the resolution to frame
rate trade-off. We believe that the ability of performing real-
time 3-D images is the main benefit of this system, and appli-
cations to dynamical imaging of optically thick tissue such as
pharmacokinetics will be the subject of further studies.22

A more extensive characterization of the reconstructions
could have been performed, but since only simple
illumination-detection patterns were explored, it is not clear
that it provides a quantitative evaluation of the system. The
goal of this paper was to provide a proof of principle for the
dual DMD approach and estimate achievable frame rates and
noise levels. A separate study to identify the optimal
illumination-detection strategy is needed, but it is beyond the
scope of this work. With these optimal measures, the trade-off
between frame rate and image quality can be evaluated more
accurately. Another drawback of this work is the use of pre-
computed pseudo-inverses to perform image reconstructions.
It is not clear that this is the optimal reconstruction method,
but it does provide a means to visualize data rapidly.

Besides illuminating only the relevant modes, there are
significant advantages to this new approach when compared
to other techniques. First, by using wide-field illumination, it
is possible to increase the light intensity while preserving the
ANSI limit for tissue exposition since the limit is per area.
Here data were acquired with a simple LED, but using a more
powerful source, one should be able to perform fluorescence
tomography. Second, although higher total light intensity is
used, it is spatially distributed, and at any point in the volume
imaged, the light intensity is lower than in local illumination
schemes. This has the advantage of decreasing bleaching ef-
fects for potential fluorescence applications while still in-
creasing signal-to-noise ratio �SNR�. Last, compared to previ-
ous reports, when using a DMD for both illumination and
detection, it is possible to limit the measurements to only
those necessary and recollimate the light detected to spread it
in distinct spectral components, providing spectral measure-
ments without time penalty. We hope to revisit these issues in
future work.
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