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bstract. Fourier domain optical coherence tomography
FD-OCT� requires either a linear-in-wavenumber spec-
rometer or a computationally heavy software algorithm to
ecalibrate the acquired optical signal from wavelength to
avenumber. The first method is sensitive to the position
f the prism in the spectrometer, while the second method
rastically slows down the system speed when it is imple-
ented on a serially oriented central processing unit. We

mplement the full resampling process on a commercial
raphics processing unit �GPU�, distributing the necessary
alculations to many stream processors that operate in
arallel. A comparison between several recalibration
ethods is made in terms of performance and image qual-

ty. The GPU is also used to accelerate the fast Fourier
ransform �FFT� and to remove the background noise,
hereby achieving full GPU-based signal processing with-
ut the need for extra resampling hardware. A display rate
f 25 frames/sec is achieved for processed images
1024�1024 pixels� using a line-scan charge-coupled
evice �CCD� camera operating at 25.6 kHz. © 2010 Society
f Photo-Optical Instrumentation Engineers. �DOI: 10.1117/1.3437078�

eywords: Fourier domain optical coherence tomography; graphics
rocessing unit.
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Optical coherence tomography �OCT� is a noncontact,
oninvasive interferometric technique allowing micrometer
esolution imaging of tissues. OCT can be classified into two
ategories: time domain �TD� OCT and spectral domain �SD�
CT. SD-OCT eliminates the need for mechanical scanning

n TD-OCT to produce reflectivity profiles �A-scans� by re-
ording the interference signal as a function of wavelength.
his can be done either by using a spectrometer when per-

orming Fourier domain �FD�-OCT, to spatially encode the
ifferent optical frequencies, or by encoding them in time
sing a frequency scanning source, when performing swept
ource OCT. Both SD-OCT schemes have advantages of a
etter signal-to-noise ratio than that of the TD-OCT and a
ignificantly improved imaging speed.1 The increased imag-
ng speed requires very fast digital signal processing that is
ble to keep up with over tens of megahertz video rate data

ddress all correspondence to: Sam Van de Jeught, E-mail: sv73@kent.ac.uk
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acquisitions. OCT digital signal processing mechanisms based
on current central processing units �CPUs� are not capable of
coping with such data processing speeds, and limit the sample
rate dramatically.

The rapid development of graphics processing units
�GPUs� has introduced a revolution in numerical calculations.
A GPU consists of many stream processors acting concur-
rently, thus favoring parallel programming. A recent report
describes a GPU-based FD-OCT setup, where signal process-
ing was performed partly by optical hardware and partly by
the GPU2 to enable real-time OCT imaging. We show here
that similar data rates are possible by transferring all process-
ing tasks to the GPU.

FD-OCT employs a spectrometer to disperse the output of
the interferometer onto a linear digital camera. A fast Fourier
transform �FFT� of the linear camera signal provides the
A-scan. However, the FFT operates in the optical frequency
domain, while the equally spaced camera pixels produce an
approximately linear representation of the spectrum in wave-
length, not in frequency. Unless linearization of data is per-
formed in equidistant frequency slots, the peaks in the A-scan
suffer shape distortions and attenuation.

The process of linearization requires data resampling and
is the most computationally demanding task in generating the
FD-OCT image. To avoid these time-consuming resampling
calculations, an optics hardware solution was proposed3 to
achieve real-time imaging, in which the linearization of the
interference signal was implemented using a linear-in-
wavenumber spectrometer. This method places a customized
prism behind the diffraction grating to evenly distribute the
spectrum in optical frequency or optical wavenumber k. This
distribution is only approximately linear and is very sensitive
to the alignment of the prism. Alternatively, the use of a
custom-built field programmable gate array �FPGA� inte-
grated circuit to hard-wire the calibration algorithm was
reported.4 This hardware is expensive and the customization
requires specific expertise in this technology. In this work we
propose a GPU-based resampling solution that is capable of
following the rate of data acquisition. In addition, the other
processing steps required in FD-OCT imaging such as com-
puting the FFT and subtracting background noise are also
implemented on the GPU. This enables fully processed FD-
OCT images to be displayed in real time without the need for
any resampling hardware. Such a solution is superior to pre-
viously mentioned hardware-based methods, as it results in a
more compact, stable, and flexible spectrometer that can be
easily recalibrated when the optical source or diffraction grat-
ing is changed.

The customized GPU program was written in NVIDIA’s
�Santa Clara, California� dedicated software environment
compute unified device architecture �CUDA�,5 compiled us-
ing Microsoft Visual Studio 2008 and tested with a commer-
cial Geforce 9800GT on a PC with eight Intel Xeon E5405
processing cores. The graphical user interface was created in
Labview 2009.

A schematic of the employed FD-OCT imaging system is
illustrated in Fig. 1. Light coming from the source �SLD
Broadlighter S840, Superlum �County Cork, Ireland� output
power of 20 mW, centre wavelength at 840 nm, full spectral
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idth at half maximum of 45 nm� is split by the 10 /90 di-
ectional coupler into the sample arm and the reference arm.
he interference of backscattered light returning from both
rms is measured by a spectrometer equipped with a silicon
inear charge coupled device �CCD� camera �Atmel �San Jose,
alifornia� AVIIVA M2, 2048 pixels, each 14 �m wide�. In
ur custom spectrometer design we used a 75-mm focal
ength achromatic collimating lens �MO3�, a 1200 lines /mm
ransmission diffraction grating �Wasatch Photonics, Logan,
tah�, and a 150-mm focal length achromatic lens �L3�. Data

rom the linear CCD was transferred to a PC via a Cameralink
able and a high speed PCI frame grabber �National Instru-
ents �Austin, Texas� NI-1430�. Residual dispersion of the

ystem caused by MO1, L1, L2, and the optical fiber mis-
atch has been compensated for by using a dispersion com-

ensating block �DCB� containing a pair of lenses L1 and L2,
nd a 5-mm-thick BK7 slide.

An interference image �1024 axial pixels�1024 transver-
al pixels� is captured in host memory and is transferred to the
PU memory, type converting every pixel value from a
6-bit integer to a 32-bit float. Current GPUs are provided
ith texture memory, which is usually implemented as spe-

ialized RAM. This digital storage type is designed to accel-
rate frequently performed graphical operations such as the
apping of 2-D skins onto 3-D polygonal models by empow-

ring the texture elements or texels with a hard-wired linear
nd nearest-neighbor interpolation mechanism. The image
ixels are stored in a CUDA array and are bound to a desig-
ated region in this texture memory. By interpolating between
he image texels at predefined calibration values, a resampled
nterference spectrum is created where the desired k-values
re evenly distributed. After this resampling process, a prere-
orded ensemble average of spectra was deducted from each
-scan to remove the noise induced by the CCD and to re-
ove the autocorrelation signal coming from the reference

rm.6 Then, the Fourier transform of each A-scan was calcu-
ated using NVIDIA’s dedicated CUDA FFT library �CUFFT�.
he return from complex Fourier space to real space was
ade by taking the absolute value or modulus of each com-

ig. 1 Schematic of the FD-OCT imaging system. SLD, superlumines-
ent diode; MO1-4, microscope objectives; L1 to L3, achromatic
enses; DC, directional coupler; PC1-2, polarization controllers; SX,
canning mirror; DG, transmissive diffraction grating; FM, flat mirror;
CB, dispersion compensation block; NDF, neutral density filter;
I1430, National Instruments acquisition board.
ournal of Biomedical Optics 030511-
plex pixel value. Finally, the data type is converted from a
32-bit float to a 16-bit integer and is sent back to the host
memory. The signal processing flowchart of our real-time
GPU-based FD-OCT imaging system is illustrated in Fig. 2.

The resampling algorithm employed in the � to k conver-
sion is crucial for the performance and imaging quality of the
FD-OCT setup, as it determines the level of accuracy that is
achieved in computing the desired k-values. Three popular
interpolation methods were implemented on the GPU: zero-
order �nearest neighbor�, first order �linear�, and third order
�cubic� B-spline interpolation. Using CUDA, the first two
methods are hard-wired through texture memory. Recently,
efficient GPU-based cubic B-spline interpolation was
achieved7 by replacing the usage of look-up tables by a set of
linear texture interpolation calculations. The resulting FD-
OCT processing algorithms were benchmarked and compared
to both native Labview 2009 and optimized CPU-based
codes. High performance computing was achieved by the
GNU Scientific Library �GSL�,8 which consists of highly op-
timized mathematical functions.

In part 1 of Fig. 3, a comparison in image quality is made
between FD-OCT images of an orange pulp that have been
resampled using different interpolation algorithms. The im-
ages in the top row �A to D� illustrate the result of increas-
ingly accurate GPU-based interpolation. Starting with image
A that was processed without any resampling, image B was
resampled using nearest-neighbor interpolation, image C us-
ing linear interpolation, and image D using cubic spline inter-
polation. The images in the bottom row �E to H� were pro-
cessed in Labview by corresponding interpolation methods on
the CPU. In terms of accuracy, there is clearly an improve-
ment in image quality with higher orders of B-spline interpo-
lation. However, no qualitative difference between the corre-
sponding CPU- and GPU-processed images can be noticed.

Part 2 of Fig. 3 displays the processing times for fully
processed FD-OCT imaging cycles for each of the different
resampling algorithms. These time measurements were made
in Labview using its built-in profiler function. Note that the
time required for nearest-neighbor �B� and linear �C� interpo-
lation are exactly the same due to the hard-wired texture
memory mechanism that reduces value evaluation to a single
memory readout. Measurements I and J represent the GSL
linear and cubic spline interpolation methods, respectively,
each accompanied by the GSL FFT algorithm. The CUDA-
and GSL-based algorithms were implemented in Labview
through dynamic link libraries �DLLs�, and all CPU process-
ing algorithms were optimized to be executed on one CPU
core. For all GPU-based interpolation methods, one can notice
a speed-up of 15 to 20 times when compared to native Lab-

Fig. 2 Signal processing flowchart of the real-time FD-OCT imaging
system.
May/June 2010 � Vol. 15�3�2
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iew algorithms, and a speed-up of 10 to 15 times when com-
ared to the GSL algorithms. Although a low-cost graphics
ard was used, processing times under 40 ms were achieved
or all of the employed interpolation methods, enabling real-
ime 25-fps FD-OCT imaging.

The table in part 3 of Fig. 3 represents the relative process-
ng times of the individual GPU-based processing algorithms
orresponding to nearest neighbor �B�, linear �C�, and cubic
pline �D� interpolation, and was benchmarked using the
VIDIA CUDA profiler. As expected, the two timing profiles
f B and C completely coincide. We can also notice that about
5% of the total processing time in all three GPU resampling
ethods is taken up by transferring the data to and from the
PU memory. Therefore, the isolated cubic spline �D� inter-
olation function �INTERPOLATION� takes up only �2%
ore of the total processing time than its lower order interpo-

ation counterparts, enabling higher order interpolation accu-
acy without losing displaying speed.

In conclusion, a more flexible, software-based resampling
cheme was proposed by offloading the � to k conversion and
ll other FD-OCT processing tasks to a commercial GPU.
his has enabled real-time video rate �25 Hz� processing and
isplaying of OCT images of size 1024�1024 pixels using a
ow-cost graphics card.

ig. 3 Part 1: comparison in FD-OCT B-scan image quality between
CT images in the top row were processed entirely on the GPU. The
, F: nearest-neighbor interpolation; C, G: linear interpolation; D,
orresponding processing times for the full FD-OCT processing cycles
nterpolation algorithms, respectively, optimized using GSL. Images a
: table of relative processing times of the individual GPU-based proc
esampling. These cycles include the transfers from and to GPU memo
FT�, the interpolation calculations �INTERPOLATION�, and the retur
ournal of Biomedical Optics 030511-
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