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Abstract. Diffuse optical tomography has shown promising results as a tool for breast cancer screening and monitoring response to chemotherapy. Dynamic imaging of the transient response of the breast to an external stimulus, such as pressure or a respiratory maneuver, can provide additional information that can be used to detect tumors. We present a new digital continuous-wave optical tomography system designed to simultaneously image both breasts at fast frame rates and with a large number of sources and detectors. The system uses a master-slave digital signal processor-based detection architecture to achieve a dynamic range of 160 dB and a frame rate of 1.7 Hz with 32 sources, 64 detectors, and 4 wavelengths per breast. Included is a preliminary study of one healthy patient and two breast cancer patients showing the ability to identify an invasive carcinoma based on the hemodynamic response to a breath hold.
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1 Introduction

Breast cancer affects approximately one in eight women in the United States and the incidence of breast cancer throughout the world is increasing.1 Breast cancer currently accounts for 28% of all new cancers diagnosed in women and causes almost 40,000 deaths each year.2 The most commonly applied modality for breast cancer screening is x-ray mammography. However, its use of ionizing radiation limits the frequency with which this modality can be employed. Furthermore, mammography has shown to be less reliable for young women, it causes patient discomfort, and its high false positive rate means that after 10 mammograms as many as one in two women will have had at least one false positive.3,4 As an alternative to x-ray mammography, magnetic resonance imaging (MRI) has proven to be a powerful tool in monitoring high-risk women; but its high cost and variable specificity hinders its use as a screening modality.5 Ultrasound imaging is commonly used as a second-line diagnostic tool to differentiate masses detected by x-ray mammography; but operator variability and low specificity make it unsuitable for front-line screening.2

Over the last decade, diffuse optical tomography (DOT) has emerged as a novel biomedical imaging modality that may be able to address some of the shortcomings of other breast imaging modalities.5,6 DOT uses low-intensity light in the near-infrared to infrared wavelength range to probe and characterize breast tissue. The use of nonionizing radiation and low cost of this imaging modality make it potentially ideal for breast cancer screening. DOT derives contrast from physiological changes in tissue that can be used to detect and characterize cancerous lesions. For example, growing tumors require increased vascularization to continue to receive adequate blood supply and the vasculature formed by tumors tends to be much more chaotic and leak more than vasculature in normal tissue.7 These physiological changes result in measureable changes in the behavior of light passing through the tumor tissue as compared to the surrounding tissue. By using multiple wavelengths of light it is possible to extract the concentrations of the primary light absorbers in the breast including oxygenated and deoxygenated hemoglobin, lipid, and water. Furthermore, light is also sensitive to scattering changes in tissue. Researchers have shown that differences in the scattering properties of tissue, due to cellular changes such as enlarged and denser nuclei, can be used to detect breast cancer.8,9 Specifically, increases in scattering power and scattering amplitude can differentiate certain types of cancer from healthy tissue.10

Many research groups have made significant advances in the field of DOT breast imaging, employing a variety of designs for instrumentation.11-15 Time-domain (TD) systems inject a short
light pulse (full-width-half-maximum typically less than 0.1 ns) into the breast and measure the time-dependent transmitted intensities. These systems provide a wealth of information about the optical properties of the tissue, however, data acquisition typically takes three to five minutes and the systems are comparatively expensive. Taroni et al. have shown an 80% sensitivity in detecting breast lesions with a five to seven wavelength TD system in a retrospective study of 194 patients. In particular, they showed that while strong absorption of blood at the short wavelengths is a hallmark of tumors, it is low scattering across wavelengths, and low absorption around the lipid peak (905 to 916 nm) that allows for the differentiation of cysts. Rinnerberg et al. also showed sensitivity and specificity between 80 and 85% for tumor detection in a study of 154 patients using a 2-wavelength TD system.13

Another class of systems uses amplitude-modulated light instead of a short light pulse to probe the breast tissue. These frequency-domain (FD) systems operate at one or several source-modulation frequencies and gather data on both the amplitude and phase of the light that passes through the tissue. FD instrumentation is typically less expensive and allows for faster data acquisition than TD systems. Using this technology, Choe et al. showed the ability to differentiate between benign and malignant tumors in 47 subjects with a sensitivity and specificity of 98 and 90%.14 Analyzing data from 60 healthy patients, Srinivasan et al. conducted one of the most comprehensive studies on the properties of normal breast tissue using a six-wavelength FD system,15 and Wang et al. have extended that work to show promising results in small populations of breast cancer patients.19

The third class of DOT systems does not rely on a time-varying light source and instead injects a steady-state beam of light into the breast. Known as continuous-wave (CW) systems, the instrumentation measures solely the change in the amplitude of the light as it passes through the breast, which results in simpler, more affordable technology. While no phase information is provided, this approach allows for faster data acquisition than in FD or TD systems, which makes it possible to study time-varying dynamic signals. Several groups have made successful use of CW instrumentation for breast cancer detection including Liang et al. who showed sensitivity and specificity of 82 and 71% in 33 patients17 and van de Ven et al. who showed detection rates of 60 to 80% in 17 patients.18

In addition to these three classes of optical tomography imaging systems (TD, FD, and CW), a number of promising hybrid systems have been developed that combine DOT with other imaging modalities such as x-ray mammography, ultrasound,21,22 and MRI.23,24

Regardless of the type of instrumentation, all DOT systems rely on endogenous contrast generated by the physiology of tissue, either in steady state or after perturbing the state of the physiology in order to generate a transient response to differentiate between healthy and cancerous tissue. Due to excess endothelial cells and abnormal perivascular cells, tumor vasculature is disorganized and hyper-permeable.25 The leakage of the vessels makes them unable to maintain a pressure gradient between the vessels and the interstitial space and also impairs the flow of fluid and molecules. In addition, tumor cells consume large amounts of oxygen which, coupled with poor oxygen delivery, leads to tumor hypoxia. Overall, these changes affect the hemodynamic response of the cancerous tissue, providing additional information about the tissue that can be used for diagnosis. Some common sources of dynamic contrast used to evoke a hemodynamic response include a respiratory maneuver,26 the application of pressure to the breast,27,28 the respiration of carbogen,29 and the injection of indocyanine green.30–32

In exploring dynamic changes it is important to have adequate temporal resolution to capture the transient responses. In addition, a large number of source and detector positions are required to cover the breast for good 3D spatial resolution.33 Further, simultaneously imaging both breasts allows for the contra-lateral breast to serve as a reference that is under the same external stimulus as the tumor-bearing breast. To accomplish these imaging goals, it is essential to have a system that can acquire a large amount of data at fast imaging speeds. In addition, the large geometries involved in breast optical tomography necessitate a large dynamic range to capture the varying amplitudes of reflected and transmitted light. Existing systems used in dynamic imaging studies are limited in three-dimensional spatial resolution, temporal resolution, or dynamic range and most existing systems only image one breast at a time.

Here, we present a novel CW optical tomographic breast imaging system designed for dynamic optical breast imaging. To overcome the inherent difficulty in obtaining high frame rates while collecting large amounts of data, we expanded upon the concept of digital-based detection previously introduced by our group.34 This new system extends the digital detection concept by using multiple digital signal processing (DSP) chips arranged in a master-slave setup to maximize the processing throughput, reduce noise, and provide a system design that can be scaled to accommodate a variable number of detectors and wavelengths. The system can simultaneously image both breasts at 1.7 Hz using four wavelengths, 64 sources, and 128 detectors with a large dynamic range (10^8). In three case studies involving two breast cancer patients and one healthy volunteer, we illustrate a clinical application of the system in studying the breast hemodynamic response.

2 Instrument Design

The new digital optical tomography system is composed of a light input unit for generating the laser light, a detection unit for measuring and quantifying the light, and a user interface unit involving a host computer to allow the operator to control and view the results of the imaging. An overview of the system is shown in Fig. 1.

2.1 Light Input Unit

The input unit is responsible for generating the light with which the target will be illuminated. The system uses four wavelengths of near-infrared light at 765, 808, 827, and 905 nm generated by continuous-wave high power laser diodes (HPD-1010-HHLF-TEC, High Power Devices, Inc.). Each laser diode is controlled by a laser driver controller (ITC110, Thorlabs Inc.) and modulated with an input current at either 5 kHz (765 and 808 nm) or 7 kHz (827 and 905 nm). Modulating the laser light intensity allows for simultaneous illumination of the target with multiple wavelengths as well as the rejection of ambient light. The four wavelengths are passed through two wave-division
multiplexers (Oz Optics Ltd.) to create two separate streams of light: one stream that combines 765 nm modulated at 5 kHz and 827 nm modulated at 7 kHz, and one stream that combines 808 nm modulated at 5 kHz and 905 nm modulated at 7 kHz. Due to the fact that each stream must be detected with the same hardware, the same amount of gain must be applied to all wavelengths of the stream. In cases where the attenuation through the tissue is significantly different at the various wavelengths, it can be difficult to find one gain setting to accommodate all four wavelengths. Thus, our design uses two streams of light with two wavelengths in each stream that tend to experience similar attenuation. Each modulation frequency is generated by a direct digital synthesis (DDS) chip (AD9854, Analog Devices Inc.) and passed through a series of filters as well as offset and amplitude adjustment stages prior to being input to the laser driver controller. The output frequency of the DDS chip is controlled by a programmable microcontroller (AT89S8253, Atmel).

The two light streams are passed into a 2 × 32 optomechanical switch (Sercalo Rack System Solutions, RS-FSPA 2 × 1 × 32-62FCPC). The switch begins by illuminating the target at one source position with the first wavelength set (765 and 827 nm) and then the second wavelength set (808 and 905 nm) before moving onto the next source position. It continues this source switching until all programmed source positions (up to 32 per breast) have illuminated the target. The switching is customizable so that the system can run with only two wavelengths twice as quickly since it does not need to repeat the measurements at each source position a second time for the additional wavelength set. The optical switch takes less than 7 ms to settle when switching between positions.

Multimode 62/125 optical fibers leave the switch and then bifurcate to simultaneously illuminate both the left and right breast with 4-mm-diameter tips. The fibers are brought into contact with the breast using a hand-like measuring apparatus developed by NIRx Medical Technologies, shown in Fig. 2. In the measuring apparatus, 16 sources and 16 detectors are arranged in a flat geometry beneath the breast, while the other 16 sources and 16 detectors are brought into contact with the top of the breast with eight adjustable fingers, each one holding four fibers. All sources are co-localized with detector fibers, giving each breast a total of 64 detectors and 32 sources. The setup is designed to minimize patient discomfort by imaging without compression and with the patient in a comfortable seated or standing position.

### 2.2 Light Detection Unit

The light detection unit is the key component of the system as its design allows for the fast collection and processing of large amounts of data. An overview of the interactions between the various boards and chips that make up the detection unit is presented in Fig. 3. The detection unit starts with analog circuitry to amplify and filter the signal prior to quantization with an analog-to-digital converter (ADC). The ADC interacts with a complex programmable logic device (CPLD) and DSP chip that...
work to acquire the signal, demodulate the signal to extract the amplitude, and pass the amplitude onto the host computer via data acquisition cards. The DSP and CPLD chips also coordinate the timing of the system and keep the various components synchronized while optimizing the system performance. Power to the detection unit is provided by a compact peripheral component interconnect (PCI) power supply (Chroma cPWR-59401) that provides voltage rails at $+5$, $+3.3$, $+12$, and $-12$ V.

2.2.1 Analog detection electronics

The analog portion of the detection unit involves converting the detected photons into an electronic signal and then conditioning that signal in preparation for digitization. The first stage of the analog electronics consists of a silicon photodiode (Si-PD: Hamamatsu S1337–33BR) that converts the incident photons into a current that is then amplified and output as a voltage using a trans-impedance amplifier (TIA). The trans-impedance amplifier uses a bandwidth extension technique to enable high gain and sufficient bandwidth for the 5 and 7 kHz signals that must be amplified. Following the TIA, a passive RC high-pass filter removes the DC component of the signal. From there, the signal passes through a second stage referred to as the programmable gain amplifier (PGA) that provides additional amplification, but no additional signal-to-noise ratio (SNR). The PGA is primarily responsible for bringing the signal into a suitable range for detection with the ADC.

To control the resistor values across the TIA and the PGA gain stages, three bits are used to encode a range of gain settings. The resistor values for the TIA range from $10 \text{k}\Omega$ to $100 \text{M}\Omega$ and the PGA gain ranges from 1 to 100. The three gain bits control the resistor value for the TIA and PGA via a multiplexer and reed relays that are used to switch between the values. The available gain bits and their TIA and PGA gain are shown in Table 1. The gain bits can be manually controlled through the host computer user interface or through an automatic detection routine that will test and select the optimal settings. The optimal setting is determined as the best SNR without saturation. The host computer passes the gain bits to the DSP through a series of shift registers that daisy-chain through the detection boards. Once all of the gain bits have been chained through the boards, a signal transfers the gain bits into a first-in-first-out (FIFO)
buffer for storage on each detection board. During imaging, as the source position is changed, the new gain bit settings are read out locally from the FIFO thereby quickly modifying the resistor values across the TIA and PGA.

Following the TIA and PGA gain stages, the signal is filtered with an eighth-order Butterworth anti-aliasing filter that removes high-frequency components and whose primary purpose is to ensure that there are no frequencies present above the Nyquist frequency prior to digitization. The signal is sampled at 75 ksamples/s, which means that the Nyquist frequency is 37.5 kHz. As a result, we choose a cutoff frequency of 12.5 kHz and a Butterworth filter that has a flat passband for the 5 and 7 kHz signals, while also providing strong attenuation of any higher frequency noise at risk of aliasing into the passband. Furthermore, an operational amplifier offsets the signal so that it is centered around 2.5 V in order to take advantage of the full 0 to 5 V input range of the ADC.

Finally, the signal is brought into the digital domain using a four channel, 16-bit, successive approximation register ADC (AD7655, Analog Devices Inc.) that samples at a maximum rate of 1 Msamples/s. In our system, the ADC samples the data from each detector channel at 75 kHz. The ADC timing is synchronized with the rest of the digital electronics through the master CPLD and DSP.

### 2.2.2 Master-slave architecture

The major difference between the DSP-based system previously developed by our group for small animal and finger imaging and this new breast imaging system is the realization of a master-slave architecture for expanding the data acquisition capabilities to multiple DSP chips as opposed to a single DSP chip. This design was necessitated by the increase in sources, detectors, and wavelengths required for breast imaging. The master DSP (mDSP) chip is the single DSP that coordinates the behavior of the system, including the other slave DSP (sDSP) chips. It handles all of the handshaking with the host computer and works with the master CPLD (mCPLD) to control the timing of the optical switch, gain bits, and acquisition of the signals from the ADCs. The mDSP relies heavily on the mCPLD to control the timing of all of the signals related to shifting and setting the gain bits, controlling the conversion and sampling from the ADCs, and sending out the address signals to control the source position of the optical switch.

The mDSP and mCPLD work closely together to control the timing of the events in the system and to communicate with the other chips. The mCPLD is used to communicate the control logic to the detection boards, but the mDSP closely controls the mCPLD and is responsible for timing the 7 ms for the optical switch settling. The intricate way in which the mDSP and mCPLD work together to progress through the various states of setup and acquisition is shown in Table 2.

The mDSP also relies on a slave CPLD (sCPLD) whose job is to multiplex the incoming data from the 32 detector ADC chips (each responsible for digitizing four detector channels) and routing it to the DSP chips for processing. This multiplexing is controlled through a chip-select (CS) signal that keeps the CPLDs, ADCs, and DSPs in sync. Each DSP acquires two simultaneous serial streams of data through the A and B serial ports. We refer to one DSP as the master DSP (mDSP) because it is in charge of the system, while the other three DSP chips (sDSP1, sDSP2, sDSP3) are referred to as slave chips because they have no understanding of what is going on and can only respond to one signal (imaging start) that tells them to either acquire data or sit idly. The master-slave configuration helps simplify the control of the system and keeps the data acquisition for all DSP chips in unison. This configuration also allows for easy scaling of the system for a larger number of sources, wavelengths, or detectors, which is achieved either by reprogramming the existing DSPs or by adding additional slave DSP chips.

Each pair of DSP chips (mDSP & sDSP1 and sDSP2 & sDSP3) share an 8192 × 9 dual synchronous FIFO (IDT 72851) through which the data is sent back to the host computer. The DSP chips write to the FIFO, which modifies the “EMPTY” signal of the FIFO, thereby triggering a request to the host computer. The host computer then grants the request and triggers a read to the FIFO, which sends the data to a LabVIEW user interface. As a result, the FIFO is essentially a data buffer that is responsible for holding the data until the host computer is ready. The control signals from the user interface are passed to the detector hardware through a National Instruments Data Acquisition Card (NI PCI-6503) that is a 24 bit digital I/O interface. The data from the DSP chips is acquired by the host computer through a National Instruments Acquisition Card (NI PCI-6533) that provides 32 digital data lines that are individually configurable as input or output, grouped into four 8-bit ports. Each group of 8-bit ports is devoted to one DSP in order to handle the data transfer to the host computer.

### 2.2.3 Digital demodulation

Each DSP is responsible for demodulating the incoming data to extract the amplitude of the signal. The digital lock-in detection algorithm employed by this system was previously described in detail by Masicottiet al. The key feature of the algorithm is that it uses a simple averaging filter to extract the amplitude of the signal, but requires a specific relationship between $f_m$, the frequency of the signal (7 and 5 kHz in this system), and $N_r$, the number of samples acquired, as shown in the following

<table>
<thead>
<tr>
<th>Gain setting</th>
<th>Overall gain (V/A)</th>
<th>TIA gain (V/A)</th>
<th>PGA gain (V/V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10 k</td>
<td>10 k</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>100 k</td>
<td>10 k</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>1 M</td>
<td>10 k</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>10 M</td>
<td>10 M</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>100 M</td>
<td>10 M</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>1 G</td>
<td>10 M</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>10 G</td>
<td>100 M</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 1 Description of the detection gain settings.
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Table 2  State by state description of the PC, mCPLD, and mDSP interaction.

<table>
<thead>
<tr>
<th>State</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standby</td>
<td>mDSP is idle waiting for a signal from the host computer.</td>
</tr>
<tr>
<td></td>
<td>mCPLD is idle waiting for a signal from the mDSP.</td>
</tr>
<tr>
<td>System parameters</td>
<td>1. mDSP receives CMD:01 from the host computer telling it to go into the System Parameters state.</td>
</tr>
<tr>
<td></td>
<td>2. The host computer sends the number of sources, detectors, and wavelengths to the mDSP.</td>
</tr>
<tr>
<td></td>
<td>3. mDSP returns to Standby.</td>
</tr>
<tr>
<td></td>
<td>*mCPLD remains in Standby.</td>
</tr>
<tr>
<td>Gain Bit</td>
<td>1. mDSP receives CMD:10 from the host computer telling it to go into the Gain Bit download state.</td>
</tr>
<tr>
<td></td>
<td>2. PC sends the gain bits for each source-detector pair.</td>
</tr>
<tr>
<td></td>
<td>3. mDSP tells the mCPLD to go into Gain Bit state.</td>
</tr>
<tr>
<td></td>
<td>4. mDSP sends the mCPLD the # of sources, detectors, wavelengths.</td>
</tr>
<tr>
<td></td>
<td>5. mDSP sends the gain bits through the mCPLD to the detection boards while the mCPLD sends out control signals to the Gain Bit Shift Registers and FIFOs.</td>
</tr>
<tr>
<td></td>
<td>6. mDSP and mCPLD return to Standby.</td>
</tr>
<tr>
<td>Imaging</td>
<td>1. mDSP receives CMD:11 from the host computer telling it to acquire one frame.</td>
</tr>
<tr>
<td></td>
<td>2. mDSP tells mCPLD to go into Imaging State.</td>
</tr>
<tr>
<td></td>
<td>3. mCPLD tells the optical switch to move to the next position. Updates the gain bits by reading from the detection board FIFOs. Waits for the TIMER signal from mDSP.</td>
</tr>
<tr>
<td></td>
<td>4. DSP counts to 7 ms and then signals TIMER to mCPLD. During that time, it also runs the lock-in detection and sends data from previous source back to the PC.</td>
</tr>
<tr>
<td></td>
<td>5. mCPLD acquires 150 samples from all detectors.</td>
</tr>
<tr>
<td></td>
<td>6. mDSP receives data from the ADC. Returns to step 3 until all sources and wavelength sets are acquired.</td>
</tr>
<tr>
<td></td>
<td>7. mDSP and mCPLD return to Standby.</td>
</tr>
</tbody>
</table>

equation:

\[ f_m = \frac{k f_s}{N_s}, \quad 1 \leq k < \frac{N_s}{2} \]  

Performing the lock-in detection digitally using a DSP chip as opposed to using traditional analog circuitry not only reduces the amount of hardware required for demodulation, but also provides a more robust solution with better noise performance.\(^{37,38}\) Simply by reprogramming the DSP chip it is possible to adjust the lock-in frequency, filtering, and the number of detectors. In addition, DSP-based demodulation is less sensitive to analog component tolerances that can vary with temperature and age as well as between detector channels.\(^{39}\)

### 2.2.4 System timing

To obtain fast imaging speeds, it is important to have careful coordination between the various components of the system, while also accounting for the settling times of the electronics and optical switch. There are many occasions where the system multi-tasks to optimize the imaging speed. The system timing is outlined in detail in Fig. 4.

The DSPs acquire 150 samples from each of the 128 detectors over a period of 2 ms so that each detector is effectively sampled at 75 ksamples/s. The chip select (CS) signal sequentially selects two ADCs per DSP at a time to pass the digitized samples onto that DSP. Each 16-bit ADC can digitize two channels at a time and passes them onto the DSP as one 32-bit packet. For example, mDSP first receives sample 1 from channels 1&3 of ADCs 1&2, followed by sample 1 from channels 1&3 of ADCs 3&4, followed by sample 1 from channels 1&3 of ADCs 5&6, and finally sample 1 from channels 1&3 of ADCs 7&8. It then proceeds to acquire sample 1 from channels 2&4 from each set of ADCs before moving onto the next sample. In parallel, sDSP1, sDSP2, and sDSP3 are receiving data from ADCs 9 through 32. The sCPLD is responsible for coordinating the routing of the ADC data to the appropriate DSP in each cycle, as coordinated by the CS signal.
Once the DSPs have received 150 samples from all 128 detectors, the mDSP signals to the mCPLD to change the source position and begins the 7 ms pause waiting for the switch to settle. During that settling time, the speed of the system is optimized by having the DSPs run the lock-in detection on the samples from the previous source before sending them out to the host computer. In addition, while the optical switch is settling on the new source position, the gain bits are updated, and the analog electronics have time to settle.

### 2.3 Host Computer and User Interface

The host computer uses a LabVIEW graphical user interface (GUI) to facilitate communication with the hardware. The system can be configured through the GUI to run with an arbitrary number of sources and detectors and wavelengths. The GUI gives the user the ability to manually configure the gain settings for each source-detector pair, but also provides the ability to automatically test and select optimal gain settings for each source and detector. Once the optimal gain settings are selected, the imaging screen provides the ability to start, pause, and stop imaging. It also shows the real-time traces of the detector signals for a given source and wavelength. Screen shots of the user interface to control the gain bit settings and the image acquisition are shown in Fig. 5.

### 3 Instrument Performance

#### 3.1 System Timing

This system was designed for dynamic breast imaging, making the dynamic range and the speed of acquisition two of the primary criteria. The temporal response, as described in detail in Sec. 2.2.4, is limited by the settling time of the optical switch and the number of source positions and wavelengths. The switch requires 7 ms to settle after switching positions, followed by 2 ms to acquire the data for all detectors at that source position. In addition, while the optical switch is settling on the new source position, the gain bits are updated, and the analog electronics have time to settle.

#### 3.2 Dark Noise

The dark noise is the measured signal when no incident light is present, and thus represents the smallest measurement that can be reliably made with the system. Figure 6 shows the dark
noise measured for each gain setting with the standard deviation of the measurements across all detectors indicated by the error bars. As expected, with increasing amplification in the PGA stage, and eventually in the TIA stage, we see increasing noise present. At the lower gain stages we see noise levels below 50 \(\mu V\), but as the gain increases we see increasing noise; until at the highest gain stage of 10 GVA, we have an RMS dark noise of 22 mV. The slightly higher noise at the 1 M versus the 10 M setting represents the fact that the 1 M setting uses less TIA gain and more PGA gain, whereas the 10 M setting uses more TIA gain and less PGA gain. While TIA gain improves the SNR, PGA gain does not. This finding demonstrates that increasing the gain at the TIA stages is preferred over increasing the gain at the PGA stage.

3.3 Noise Equivalent Power and Dynamic Range

The noise equivalent power (NEP) is an indication of the detector sensitivity to light and can be computed for an SNR of unity using the dark noise of the highest gain setting. Taking the mean of the root-mean-squared (RMS) detector noise at the highest gain setting and using the known properties of the silicon photodetector in the given wavelength range of 0.5 W/A, we calculate that the NEP is approximately 4.5 pW RMS. The NEP represents the smallest light signal that can be detected. The largest light signal that can be detected uses the full detector range for the lowest gain setting, which in this case is to detect 2.5 V peak-to-peak on the 10 kV/A gain setting. Using these values we can calculate the dynamic range of the system to be 10^8 (or 158 dB).

3.4 Coefficient of Variation and Long Term Stability

The coefficient of variation (CV) is calculated here for a static breast-shaped phantom with breast optical properties over a period of five minutes (500 frames) with the full number of sources and detectors. Figure 7 shows the mean of the CV calculated for all detectors at the given gain setting for each wavelength. Up until 100 MV/A, the CV is as low as 0.15% for some wavelengths but by the highest gain setting it increases to approximately 3%. The SNR for each of these settings can be calculated as \(20\log_{10}(1/CV)\) giving us an average SNR of 51 dB for the lowest gain setting and 30 dB for the highest gain setting.

To assess the long term stability of the system, we measured the same static breast phantom over 40000 frames (~38 min). Taking the mean of measured values at frame 1 and calculating the percentage change between that and the mean at frame 40000, there is a 0.7% change in the measured value.
3.5 System Linearity

System linearity was examined by using the same incident light on a detector and then measuring the detected voltage across all possible gain settings. This was repeated four times in order to cover all gain settings and the results are plotted in Fig. 8, where we see that a linear relationship across the gain settings is generally maintained. We expect to see a $10^x$ gain factor between each gain setting measuring the same signal. An exponential fit of the data in Fig. 8 should give an equation of $e^{-2.3}$ in a perfectly linear $10^x$ relationship between gain settings. For the curves below, we see good linearity with fits of $e^{-2.31}$ ($R = 1$), $e^{-2.27}$ ($R = 0.9999$), $e^{-2.30}$ ($R = 1$), and $e^{-2.02}$ ($R = 0.9955$) for S1 through S4. We expect the decreased linearity at the highest gain settings (reflected by S4), since those settings also introduce higher noise levels.

3.6 System Summary and Discussion

The various system characteristics are summarized in Table 3. Shown in Fig. 9, the system is on a portable cart with wheels (104 cm × 79 cm × 66 cm) and draws 3.5 Amps of current at 120 V AC. These features make it a portable low-power device suitable for use in a clinical setting.

Table 4 presents a comparison between the new digital breast and the original digital imaging systems previously presented. The most important difference between these systems lies in the dramatic increase in sources, detectors, and wavelengths for the...
application to breast imaging, bringing the number of data points collected per frame from 1024 in the original system to 16384 in the breast imaging system. Despite this 16-fold increase in data, there is only a five-fold decrease in system speed, from 8.9 to 1.7 Hz. In fact, the decrease in imaging speeds primarily comes from the increased number of sources and wavelengths, and not from the four-fold increase in detectors. This is accomplished by the new master-slave architecture implemented for simultaneous data detection and demodulation from 128 detectors. In addition, despite the large increase in detectors, sources, and wavelengths, the size of the entire breast imaging system (including the cart) is only slightly larger than the original digital imaging system. This is due to more compact digital detection boards (eight channels per board as opposed to four) as well as the master-slave DSP-based architecture that can scale effortlessly with the number of detectors.

The breast imaging system uses less low-gain settings and adds more high-gain settings to handle the larger imaging volumes. This accounts for the lower dynamic range as well as the fact that the higher-gain settings lead to slightly higher dark noise and CV%, as expected. Overall, the system performance is similar between the two systems as they are based upon the same detection techniques – both have coefficients of variation of less than 1% for most gain settings and have very low dark noise (<50 µV for most gain settings).

### 4 Image Reconstruction

Three dimensional reconstructions are performed for the measurement data by using a recently developed partial-differential-equation (PDE) constrained multispectral imaging method. In the following, we provide a brief description of this method, including the diffusion approximation as a light propagation model and the PDE-constrained inverse model of directly recovering chromophore concentrations in tissue.

Light propagation in scattering-dominant media such as breast tissue is well described by the diffusion approximation (DA) to the equation of radiative transfer as:

\[
-\nabla \cdot D(\vec{r}) \nabla u(\vec{r}) + \mu_a u(\vec{r}) = f(\vec{r}) \quad \text{in} \quad \Omega
\]

subject to the linearized constraints:

\[
C_k \Delta \mu_a(\vec{r}) + (Au(\vec{r}) - b) = 0 \quad \text{on} \quad \partial \Omega.
\]

where \( A \) is related to reflection due to mismatched refractive indices, \( u(\vec{r}) \) is the radiation density, and \( D(\vec{r}) \) is the diffusion coefficient given by \( D = 1/(3(\mu_a + \mu_s')) \). The solution to Eq. (2) provides a prediction \( P_k = Qu_0 \) of the measurement at the medium surface, where \( Q \) represents a measurement operator that projects the forward solution \( u(\vec{r}) \) onto the measurable quantity by our digital dynamic imaging system. The basic idea behind DOT imaging of tissue chromophores is to exploit the linear correlation between the tissue absorption and the concentrations of chromophores in tissue as

\[
\mu_a(\lambda) = \sum_{i=1}^{N_c} \varepsilon_i(\lambda) C_i,
\]

where \( \varepsilon_i(\lambda) \) and \( C_i \) are the absorption extinction coefficient and the concentration, respectively, for the \( i \)th chromophore in tissue, and \( N_c \) is the number of total chromophores that contribute to the absorption at wavelength \( \lambda \). The major chromophores relevant to breast imaging are oxygenated hemoglobin (HbO2), deoxygenated hemoglobin (Hb), water (H2O) and lipid, whose molar extinction coefficients are well documented in the literature.

The multispectral inverse model can directly recover the spatial distributions of chromophore concentrations by simultaneously using data from all wavelengths during the reconstruction. This is achieved here with the following Lagrangian formulation for PDE-constrained multispectral optimization:

\[
L(x, u; \eta) = \frac{1}{2} \sum_{\lambda} \left[ Qu_\lambda - z_\lambda \right]^2 + \beta R + \sum_n \eta_n^T (Au_n - b).
\]

Here, \( x \) is a vector of all unknown chromophores that may include \([HbO_2], [Hb], [H_2O], \) or \([Lipid] \) concentrations, \( Au = b \) is a system of discretized diffusion equations, \( z_\lambda \) is the measurement at wavelength \( \lambda \), and \( \beta \) is a regularization parameter that controls a strength of smoothing \( R \). Instead of a classical Tikhonov-type regularization, we employed here a radial basis function-type smoothing operator since it performs better on a grid of unstructured meshes.

We solve this PDE-constrained multispectral inverse problem within a framework of the reduced Hessian sequential quadratic programming method (rSQP) that accelerates the reconstruction process.

The rSQP method finds the next step \( p = (\Delta x, \Delta u) \) through the minimization to a quadratic approximation of the Lagrangian function \( L \) subject to the linearized constraints:

\[
\min \Delta x^T g_k + \frac{1}{2} \Delta x^T H_k \Delta x
\]

subject to \( C^k \Delta p^k + (Au_k - b)^k = 0 \).
where $g^k$ is the reduced gradient and $H^k_r$ is the reduced Hessian of the Lagrangian function. Here $C^k$ denotes the Jacobian matrix of the DA with respect to $p = (x, u)$, given by $C^k = (A u_k - b)^T$. With the solutions of the quadratic problem (5), we finally obtain the new iterates for both the forward and inverse variables in each step of optimization as

$$
x_{k+1}^+ = x_k + \alpha_k \Delta x_k^k
$$

$$
u_{\lambda}^{k+1} = v_k^\lambda + \alpha_k \Delta v_k^\lambda,
$$

where $\alpha_k$ is the step length chosen through a line search. The reduced-space formulation is described in detail by Kim et al.44

The method described in Eqs. (2)–(6) is used for our clinical study involving the reconstruction of chromophores concentrations in breast tissue. In this experimental study, we focus on the reconstruction of two major chromophores concentrations, i.e., [HbO2] and [Hb], by using data from two wavelengths ($\lambda = 765$ and 835 nm) since these two chromophores are closely associated with a variety of physiological processes. Also, it should be noted that the reconstructed hemoglobin concentrations are the differences relative to the concentrations at the reference state; therefore, all images that will be shown next indicate the concentration difference in percentage change from baseline [%].

To this end, we made an assumption of the homogeneous concentrations of [HbO2] and [Hb] for the baseline state in which the [HbO2] and [Hb] concentrations are set to 18 and 9 [μM], respectively. These values represent typical values for breast tissue. While the baseline [HbO2] and [Hb] may vary by patient, it has been shown that the reconstruction of dynamic measures is far less sensitive to inaccuracies in the reference values when compared to the reconstruction of absolute measures.45 Note that effects of other chromophores such as H2O and lipid are not considered in this study. Under this assumption, we generated the forward prediction $P^\lambda_{\text{ref}}$ for the reference state first and then used this prediction data to obtain the difference data as

$$
\zeta^\lambda_{\text{tar}} = \frac{M^\lambda_{\text{tar}}}{M^\lambda_{\text{ref}}} P^\lambda_{\text{ref}},
$$

where $M^\lambda_{\text{tar}}$ and $M^\lambda_{\text{ref}}$ denote the spectral measurements at wavelength $\lambda$ for the target state of unknown optical properties and for the reference state of assumed optical properties, respectively. This calibrated difference data is used as input to the reconstruction code; however, any data with an SNR below 15 dB was excluded from the reconstruction since this data may cause potential numerical instability or produce artifacts in the reconstruction image. The baseline data from 30 s (50 frames) prior to the onset of the breath hold was averaged and used as the reference state.

A typical three dimensional (3D) volume mesh as shown in Fig. 10(a) is covered by approximately 6500 tetrahedron elements. The total reconstruction time for a single frame is under

![Fig. 10 DOT images for case study 1, a 1.8 x 1.5 x 1.9 cm carcinoma in the left breast. (a) 3D isosurface taken at 18% d[Hb] identifies the tumor region in the left breast. (b) Location of 2D slices extracted from the 3D reconstruction. Finally, the 2D maps of d[HbO2]% (top row) and d[Hb]% (bottom row) are shown for the (c) left and (d) right breasts.](https://www.spiedigitallibrary.org/journals/Journal-of-Biomedical-Optics/16(7)/076014-11)
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10 min on a Dual Core Intel Xeon 3.33 GHz processor. DOT images were compared with mammograms and ultrasound images of the same breast to determine the actual location and size of the tumor.

5 Clinical Results

5.1 Experimental Protocol

To illustrate the performance of the system in a clinical setting, we gathered preliminary imaging data from two breast cancer patients and one healthy volunteer. Prior to the measurements, each participant was trained on how to perform a valsalva breath hold by maintaining pressure in their mouth and lower abdomen. Participants were also informed about the importance of minimizing motion during the imaging sequences. The valsalva maneuver is a commonly used tool in a number of clinical diagnoses including many cardiac and brain abnormalities. It involves a prolonged expiratory effort that results in increased intra-thoracic pressure, which results in decreased venous return to the heart. It is expected that this decrease in venous return will correlate to a measureable increase in hemoglobin levels in the breast tissue as shown by Schmitz et al. Hemoglobin levels are relevant to the detection of breast cancer because they provide contrast between normal tissue vascularization and increased disorderly tumor vascularization.

During the measurements, the patient was asked to stand in a comfortable position while the imaging interface was brought into contact with the breast. Each fiber-bearing finger of the interface was adjusted until gentle contact with the breast was established for all fibers, starting with the outer fingers and progressing to the center fingers. During this time, the patient was asked to identify any fibers that were causing discomfort, and such fibers were then readjusted.

In order to minimize the patient’s discomfort and the risk of motion artifacts, the imaging sequence was kept as short as possible, while still maintaining time for the dynamic effects to settle. The imaging sequence involved a 90-second baseline followed by a 30-second breath hold and 90-second recovery, which was repeated three times. This resulted in a total imaging duration of approximately 10 min. All images shown in this paper are extracted from the second of the three trials. By the second trial the patient had settled into the protocol and there was generally less motion as compared to the third trial. The experimental protocol was approved by the Institutional Review Board at Columbia University and informed consent was obtained from all subjects prior to imaging.

5.2 Imaging Results

In all cases presented here, we have selected a frame 15 s following the 30-second breath-hold as we found that this protocol
allowed us to best visualize the differences in the dynamic response between the tumor and healthy tissues.

5.2.1 Case study 1: 2-cm carcinoma

The first case is a 49 year-old premenopausal female with a body mass index (BMI) of 29.2. The patient presented with a $1.8 \times 1.5 \times 1.9$ cm mass in the posterior third mid outer quadrant of the left breast at the 3:00 axis as identified by mammography and sonography. Biopsy pathology showed a moderately differentiated ductal carcinoma and tubulolobular carcinoma.

Figure 10 shows optical tomographic images of the breasts at 15 s after the completion of the breath hold. A 3D isosurface drawn at 18% $d[\text{Hb}]$ identifies the tumor in the correct region of the left breast [Fig. 11(a)]. From a cross-section through the breasts in the sagittal $yz$-plane (at $x = 2$ cm) and coronal $xz$-plane (at $y = 7.5$ cm) the tumor location can be visualized in two dimensions [Fig. 10(b)]. Maps of the change in oxygenated hemoglobin ($d[\text{HbO}_2]$%) and deoxygenated hemoglobin ($d[\text{Hb}]$%) clearly identify a region of increased hemoglobin levels in the tumor-bearing left breast [Fig. 10(c)], but no such regions in the healthy right breast [Fig. 10(d)]. These images demonstrate that the vasculature in the tumor region is more sluggish in its recovery from the breath hold, providing a window of contrast 15 s into the recovery period. The right breast shows a relatively homogeneous return to baseline at 15 s into the recovery period, as does the healthy tissue surrounding the tumor in left breast.

5.2.2 Case study 2: 2-cm carcinoma

The second patient is a 58 year-old premenopausal female with a BMI of 28.7. The patient presented with a $2.1 \times 1.8 \times 2.0$ cm mass located in the left breast at 2:30, 10 cm from the nipple, as identified by targeted sonography. Biopsy pathology showed an invasive ductal carcinoma with lobular features.

Figure 11 shows optical tomographic images of the breasts at 15 s after the completion of the breath hold. A 3D isosurface drawn at 4% $d[\text{Hb}]$ identifies the tumor in the correct region of the left breast [Fig. 11(a)]. From a cross-section through the breasts in the sagittal $yz$-plane (at $x = 2$ cm) and coronal $xz$-plane (at $y = 9$ cm), the tumor location can be visualized in two dimensions [Fig. 11(b)]. Maps of $d[\text{HbO}_2]$% and $d[\text{Hb}]$% clearly identify a region of increased hemoglobin levels in the tumor-bearing left breast [Fig. 11(c)], but no such regions in the healthy right breast [Fig. 11(d)]. Similar to case study 1 (Fig. 10), these reconstructed images demonstrate that the tumor region is more sluggish in its recovery from the breath hold and can be identified by its increased $d[\text{HbO}_2]$% and $d[\text{Hb}]$% at the frame 15 s following the end of the breath hold.
5.2.3 Case study 3: healthy patient

The third patient is a healthy 41-year-old premenopausal female with a BMI of 22.6. Figure 12 shows optical tomographic images of the breasts at 15 s after the completion of the breath hold. A 3D isosurface drawn at 3% $\Delta[Hb]$ identifies no suspicious regions in either breast [Fig. 12(a)]. From a cross-section through the breasts in the sagittal $y$-plane (at $x = 1.5$ cm) and coronal $z$-plane (at $y = 6$ cm), the breast chromophores can be visualized in 2D [Fig. 12(b)]. Maps of the change in $\Delta[HbO_2]$% and $\Delta[Hb]$% are very homogeneous in both breasts with no regions of significantly increased hemoglobin [Figs. 12(c) and 12(d)]. These results demonstrate that by imaging during the recovery period from a breath hold, tumor regions in breast cancer patients are identified, but not in healthy subjects.

5.3 Discussion

In three subjects we explored the use of a breath hold as a method for creating dynamic contrast for distinguishing healthy from cancerous tissue. The onset of a valsala breath hold causes an increase in venous return pressure that consequently results in an increase in hemoglobin in the breast.$^{26,48}$ Once the subject begins breathing again the hemoglobin levels return to baseline. However, the return of the hemoglobin levels to baseline is much more sluggish in the tumor region than in the healthy tissue. As a result, by capturing images during the recovery period following the breath hold, we can visualize the tumor region by its increased hemoglobin levels.

The unique transient response observed in the tumor region is caused by its unusual vascular structure. Due to excess endothelial cells and abnormal perivascular cells, tumor vasculature is disorganized and hyperpermeable.$^{25}$ Abnormal vascular architecture, common in solid tumors, is known to increase the resistance to blood flow through the tumor.$^{49}$ The inefficient transport of blood to and from the tumor affects the hemodynamic response of the tumor area and results in the sluggish transient recovery observed here. In the healthy subject, both breasts showed uniform recovery following the breath hold, whereas in the two subjects with breast tumors, the tumor-bearing breast had regions of delayed hemoglobin recovery that correlated with the tumor location. These physiological findings correlate with a study by Schmitz et al. who also looked at the transient response of tumors to a valsala maneuver.$^{26}$

While these preliminary studies suggest that the transient response of tissue may be a valuable tool for breast cancer detection, it is clear that more studies are required to fully understand the clinical significance of this technique. An important part of these future studies will be the identification of the most reliable and reproducible way to identify tumor regions. In the presented preliminary cases, we found a range in the optimal threshold values that could potentially be generalized by first normalizing to the peak percentage change in $\Delta[HbO_2]$% and $\Delta[Hb]$% images and subsequently looking for the same fractional increase in all cases. Data from the healthy contra-lateral breast can also be used to normalize the data. By designing a prototype imager and showing some case studies, we have taken the first step toward the exploration of dynamic imaging methods in larger clinical trials.

6 Summary

We have presented a new CW DOT breast imaging system suitable for clinical implementation that uses a DSP based architecture to collect a large amount of imaging data at high frame rates. This system builds upon the design of an earlier instrument that used 16 sources, 32 detectors with two wavelengths, and that could image at speeds of up to 9 Hz.$^{34}$ The new breast imaging system extends that design to a multiple DSP detection architecture that coordinates the data acquisition and processing by using a master-slave architecture. This approach increases the number of sources and detectors to 32 sources and 64 detectors per breast (64 sources, 128 detectors total) with four wavelengths while still maintaining frame rates of 1.7 Hz. The increased number of sources and detectors can accommodate the larger geometries required for simultaneous breast imaging, with fast imaging rates (1.7 to 111 Hz depending on the number of sources and wavelengths) and a large dynamic range ($10^5$).

Furthermore, the new master-slave DSP architecture is scalable, allowing for increased numbers of sources, wavelengths, or detectors without significantly increasing the system size or cost.

We employed the new system to image the breasts of two cancer patients and one healthy volunteer. We showed that a simple breath hold can be used to detect tumors by their hemodynamic responses. In particular, we found that oxy- and deoxyhemoglobin levels in tumors take longer to return to baseline after a breath hold than in normal tissue. In future studies we will explore the use of the new system to imaging dynamic responses to other perturbations such as indocyanine green injections, pressure application to the breast, or gas inhalation.
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