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Abstract. Fluorescence microendoscopy can potentially be a powerful modality in minimally invasive percutaneous intervention for cancer diagnosis because it has an exceptional ability to provide micron-scale resolution images in tissues inaccessible to traditional microscopy. After targeting the tumor with guidance by macroscopic images such as computed tomography or magnetic resonance imaging, fluorescence microendoscopy can help select the biopsy spots or perform an on-site molecular imaging diagnosis. However, one challenge of this technique for percutaneous lung intervention is that the respiratory and hemokinesis motion often renders instability of the sequential image visualization and results in inaccurate quantitative measurement. Motion correction on such serial microscopy image sequences is, therefore, an important post-processing step. We propose a nonlinear motion compensation algorithm using a cubature Kalman filter (NMC-CKF) to correct these periodic spatial and intensity changes, and validate the algorithm using preclinical imaging experiments. The algorithm integrates a longitudinal nonlinear system model using the CKF in the serial image registration algorithm for robust estimation of the longitudinal movements. Experiments were carried out using simulated and real microendoscopy videos captured from the CellVizio 660 system in rabbit VX2 cancer intervention. The results show that the NMC-CKF algorithm yields more robust and accurate alignment results.
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1 Introduction

Confocal fluorescence microendoscopy with molecular labeling plays an important role in analyzing cellular morphometry and activity at the molecular level for specimen investigation. Compared to traditional and intravital microscopy, confocal fluorescence microendoscopy can assess deep tissues in vivo by using a fiber-optic probe while providing microscopic-level resolution. In this way, it is possible to access internal organs with minimally invasive intervention techniques. In animal-based cancer research, this technology enables researchers to detect cancerous tissues, to discern the expression of specific genes and to observe tumor growth and treatment responses. It can also be applied to studying sarcomeres, synapses, and glial cell activities in vivo.

In lung cancer applications, in vivo detection of fluorescence-labeled tumor cells coupled with image-guided intervention have added new dimensions for on-site peripheral lung cancer diagnosis due to its extraordinary ability of providing micron-scale resolution images in tissues inaccessible to light microscopy. In clinical applications, traditional computed tomography (CT) appears to result in high false positive rates, and further biopsy is often necessary to confirm suspected cancer, particularly for small tumors. Image-guided microendoscopy, therefore, can accurately target small early stage tumors, detect the existence of cancerous tissues at microscopic resolution, and help select biopsy spots to perform on-site diagnosis. To detect cancerous tissues with fluorescence microendoscopy, various contrast agents can be used. One example is that, by injecting the fluorescent dye Integrise Sense 680 (PerkinElmer, Inc., Waltham, Massachusetts) to label αvβ3 integrin, cancerous tissues can be highlighted and detected by the microendoscopy system.

In vivo fluorescent microendoscopy images are often affected by respiratory and hemokinesis motion, resulting in unstable visualization and quantitative measurement of the contrast agent expression, even when the interventional probe is immobilized. For example, in lung cancer intervention, after the fiber-optic needle tip is successfully guided into the tumor, the microendoscopy image sequences will demonstrate periodic fluctuation induced by respiratory and heart systole. Therefore, motion correction on the microendoscopy image sequence clips helps improve the visualization and quantification of tissue characteristics. Such motion correction or image registration among sequential images or a stack of images is a common post-processing task in other in vivo microscopic image acquisitions. Thus, in this paper, we focus on developing a motion correction algorithm for serial microscopic image
sequences to compensate for periodic spatial deformation and intensity changes.

In the literature, many image computing methods are proposed to alleviate the effect of periodic respiratory motion disturbance presented in microendoscopy videos. Global or local serial image alignment, also known as image registration, aims to determine the transformation with proper constraints by optimizing image similarity measures such as cross-correlation, mutual information, or squared intensity differences. In the meantime, geometric transformations such as scaling, affine, and elastic deformations are adopted to model the longitudinal movement across the microendoscopy video. In 2009, for example, Greenberg and Kerr proposed an algorithm based on the Lucas-Kanade algorithm. The approach estimates the line-by-line offsets by minimizing the squared intensity difference between each line in the reference frame and the corresponding line in its subsequent frames using the gradient descent method. A hidden Markov model (HMM)–based algorithm was also proposed to employ a smoothness constraint on the offsets of temporally corresponding lines for motion tracking. However, these methods correct the motion disturbance line by line, an approach suitable only for line-based, laser scanning, intravital microscopy. An alternative method is to eliminate the undesired movement of the microendoscopy probe during imaging. Huang et al. investigated a motion-compensated, fiber-optic confocal microscope system for Fourier domain common-path optical coherence tomography (CP-OCT). They employed peak detection of a 1-D A-scan data of CP-OCT to monitor the distance deviation from the focal plane and then used a linear motor to drive the confocal microscope probe into a predetermined limit. Unfortunately, even though this method focuses on eliminating the unwanted probe movement, it cannot annotate the complexity of the nonlinear motion within microendoscopy videos.

In order to quantitatively analyze and precisely measure the fluorescence signals in microendoscopy videos for peripheral lung tumor diagnosis at the molecular level, we propose a nonlinear motion compensation algorithm using a cubature Kalman filter (NMC-CKF) which aims to correct the periodic respiratory motion. A longitudinal nonlinear system model using CKF is adopted to improve the temporal stability of the motion signals. The temporal motion can be restored by iteratively estimating the temporal transformations and applying CKF filtering to these transformations. Compared to the methods that only register the subsequent frames with the reference image, the NMC-CKF algorithm can generate more accurate registration results because it simulates the innate nonlinear property of the microendoscopy videos.

Using animal imaging data, two sets of experiments were carried out to evaluate the performance of the proposed NMC-CKF algorithm. The first experiment validated the algorithm with simulated microscopy image sequences by recovering the longitudinal deformations. Based on applications, the similarity measure can be optimized for improved visualization and quantitative analysis. In our recently developed, minimally invasive, image-guided system for guiding percutaneous lung intervention, we observed such motion from the microendoscopy image sequences. Figure 1(a) shows the system, while Fig. 1(b) demonstrates that after successfully targeting the lesion, the needle inside the cannula can be replaced with the CellVizio 660 fiber-optic microendoscopy probe, and the fluorescence images are captured for cancerous assessment. The workflow of the system has previously been described. In order to perform on-site diagnosis of lung cancer, the IntegriSense 680 fluorescent contrast agent is used to label integrin expressed in malignant cancer cells, and fiber-optic microendoscopy is performed to capture the IntegriSense expression with real-time video. In this way, the tumor and normal tissue information on the tip of the fiber-optic probe can be captured. Figure 1(b) illustrates fiber-optic microendoscopy during intervention. The diameter of the fiber-optic probe is 1 mm and can be easily used to visualize the tissue through the cannula. Unfortunately, because of respiratory and hemokinesis motions, the morphology and intensities of the image sequences are subject to change, which in turn affects quantitative analysis of the microendoscopy video for automatic tumor detection. Therefore, the goal of this study is to develop an effective motion compensation for microendoscopy image sequences.

### 2 Methods

#### 2.1 Need for Microendoscopy Motion Compensation in Intervention

Serial microscropic images captured during confocal fluorescence microendoscopy for in vivo applications are subject to spatial shifts, nonlinear deformations, and intensity changes due to respiratory and hemokinesis motions. Therefore, as a post-processing step, it is necessary to perform sequential image alignments for improved visualization and quantitative analysis. In our recently developed, minimally invasive, image-guided system for guiding percutaneous lung intervention, we observed such motion from the microendoscopy image sequences. Figure 1(a) shows the system, while Fig. 1(b) demonstrates that after successfully targeting the lesion, the needle inside the cannula can be replaced with the CellVizio 660 fiber-optic microendoscopy probe, and the fluorescence images are captured for cancerous assessment. The workflow of the system has previously been described. In order to perform on-site diagnosis of lung cancer, the IntegriSense 680 fluorescent contrast agent is used to label integrin expressed in malignant cancer cells, and fiber-optic microendoscopy is performed to capture the IntegriSense expression with real-time video. In this way, the tumor and normal tissue information on the tip of the fiber-optic probe can be captured. Figure 1(b) illustrates fiber-optic microendoscopy during intervention. The diameter of the fiber-optic probe is 1 mm and can be easily used to visualize the tissue through the cannula. Unfortunately, because of respiratory and hemokinesis motions, the morphology and intensities of the image sequences are subject to change, which in turn affects quantitative analysis of the microendoscopy video for automatic tumor detection. Therefore, the goal of this study is to develop an effective motion compensation for microendoscopy image sequences.

#### 2.2 Traditional Image Similarity-Based Registration

Denoting the microendoscopy image sequence as \( I = \{I_1, I_2, \ldots, I_N\} \), where \( N \) is the number of frames, image similarity-based motion compensation recovers the longitudinal transformations by minimizing the frame-to-frame differences. The image similarity measure is denoted as \( \text{SIM}(H_t \ast I_t, I_{t+1}) \), where \( H_t \ast I_t \) is the transformed frame at \( t \) using transformation \( H_t \). So, \( H = \{H_1, H_2, \ldots, H_{N-1}\} \) stands for serial transformations. Based on applications, the similarity measure can be least squares (LS), cross-correlation (Croc), NMI, or others. The goal of the registration is to find the optimal longitudinal transformations \( H_t \) by maximizing image similarity across the image sequence:

\[
E_I(H) = \frac{1}{N-1} \sum_{t=1}^{N-1} \text{SIM}(H_t \ast I_t, I_{t+1}).
\]

For our purpose, the transformation \( H_t \) can be represented by a 5-D vector \( h_t = [h_1, \ldots, h_5] \), consisting of translations in the
In order to model the longitudinal transformations, we propose the NMC-CKF algorithm.

2.3.1 Incorporating the nonlinear system model in longitudinal transformations

In order to model \( H \), the longitudinal transformations obtained from image registration, we adopted a nonlinear system model. From the systems point of view, \( H \) can be regarded as the output of a nonlinear system, whose states are the actual temporal transformations to be estimated. The system can be described as follows:

\[
\begin{align*}
M_{t+1} &= f(M_t, u_{t+1}) + n_{t+1}, \\
H_{t+1} &= g(M_{t+1}) + w_{t+1},
\end{align*}
\]

(2)

where \( M \) represents the system’s state, \( u \) is the system’s input, \( n \in N(0, \sigma^2) \) denotes the measurement noise, while \( f(\cdot) \) is the nonlinear system function.\(^{22}\) The system output function \( g(\cdot) \) is assumed to be identity transformation, and the input signal \( u \) is assumed to be zero. Therefore, \( H \) can be considered to be an observation or the nonlinear system’s output, and \( M \) represents the actual motion vectors to be estimated. By combining such a nonlinear system with the similarity measurement-based image registration [in Eq. (1)], the motion compensation problem can be formulated by minimizing the following energy function:

\[
E_2 = \frac{1}{N-1} \sum_{t=1}^{N-1} \left[ \text{SIM}(H_t \ast I_t, I_{t+1}) + \alpha \|H_t - g(M_t)\|^2 \right].
\]

(3)

We hypothesize that \( M \) is the underlying longitudinal transformations that are more robust and accurate than \( H \) because \( H \) may fluctuate if they are solved directly by using image registration. In the first term of Eq. (3), the image similarity is evaluated using a similarity measure. According to the second term, the longitudinal transformation \( H_t \) is subject to a regularization of the nonlinear system. This energy function can be iteratively minimized: first, assuming that \( M \) is known, minimizing the similarity value leads to the transformation matrix \( H \), while making sure that \( H \) is similar to \( g(M) \). Then, assuming that \( H \) is known, the nonlinear system’s state \( M \) can be calculated by applying the CKF algorithm to the nonlinear system described in Eq. (2).

Like the extended Kalman filter (EKF), CKF is a minimum mean-square error (MMSE) estimator specially designed for
nonlinear systems. The difference between them is that CKF uses the spherical-radial rule and makes it possible to numerically calculate the variability of system’s states, thereby simplifying the calculation of their covariance matrices. Hence, the advantage of CKF over EKF is that there is no calculation of the Jacobian and Hessian matrices of the system’s states.

According to CKF, the filtering procedure contains two iterative steps: the predicting and updating steps. For initialization, \( H \) obtained by minimizing Eq. (1) are regarded as the initial values of \( M \), and \( \hat{M}_{d,t} (t = 1) \) can be initialized as the mean of \( M \) across the time sequence. Then, the QR decomposition is used to factorize the covariance matrix \( P_{g,t} \) of \( M \); i.e., \( P_{g,t} = R_{g,t}R_{g,t}^T \), for \( t = 1 \). The major steps for the NMC-CKF algorithm are summarized as follows.

1. Calculate the cubature points \( \xi_{i,t} \) at time \( t \) by using

\[
\xi_{i,t} = R_{t} \xi_{g,i} + \hat{M}_{d,t},
\]  

where \( m \) is the number of cubature points and is determined by the number of images \( N \) [i.e., \( m = 2(N - 1) \)], \( \xi_{i} = c_i \sqrt{\frac{2}{m}} \), for \( i = 1, 3, 5, \ldots, m - 1; \sqrt{\frac{2}{m}} \), for \( i = 2, 4, 6, \ldots, m \). It can be seen that the cubature points \( \xi_{i,t} \) reflect the variability of \( M \).

2. Propagating the cubature points from time \( t \) to \( t + 1 \) [i.e., \( \xi_{i,t+1} = f(\xi_{i,t}) \)], \( (i = 1, 2, \ldots, m) \) can be estimated by using a linear prediction, and the predicted state \( \hat{M}_{t+1|t} \) can be calculated as the mean of the propagated cubature points:

\[
\hat{M}_{t+1|t} = \frac{1}{m} \sum_{i=1}^{m} \xi_{i,t+1|t}. \tag{5}
\]

3. The covariance matrix of the system’s states at time \( t + 1 \), \( P_{t+1|t} \), can be predicted as

\[
P_{t+1|t} = \frac{1}{m} \sum_{i=1}^{m} \xi_{i,t+1|t} \xi_{i,t+1|t}^T - \hat{M}_{t+1|t} \hat{M}_{t+1|t}^T. \tag{6}
\]

b. Updating the covariance matrix of the system states for time \( t + 1 \)

1. The covariance matrix \( P_{t+1|t} \) can be factorized using the QR decomposition [i.e., \( P_{t+1|t} = R_{t+1|t}R_{t+1|t}^T \)], and the cubature points at time \( t + 1 \) can be calculated as \( \xi_{i,t+1|t} = R_{t+1|t} \xi_{i,t+1|t} + \hat{M}_{t+1|t} \), similar to Eq. (4). Then, the system output of the propagated cubature points can be written as \( \psi_{i,t+1|t} = \xi_{i,t+1|t} \).

2. Estimate the system output by using

\[
\hat{H}_{t+1|t} = \frac{1}{m} \sum_{i=1}^{m} \psi_{i,t+1|t}. \tag{7}
\]

3. Calculating the covariance matrix of the system output, \( P_{H_{t+1|t}} \), and the cross-covariance matrix of the system states and outputs, \( P_{MH_{t+1|t}} \):

\[
P_{H_{t+1|t}} = \frac{1}{m} \sum_{i=1}^{m} \psi_{i,t+1|t} \psi_{i,t+1|t}^T - \hat{H}_{t+1|t} \hat{H}_{t+1|t}^T.
\]

\[
P_{MH_{t+1|t}} = \frac{1}{m} \sum_{i=1}^{m} \psi_{i,t+1|t} \psi_{i,t+1|t}^T - \hat{M}_{t+1|t} \hat{H}_{t+1|t}^T.
\]

4. Calculate the Kalman gain at time \( t + 1 \) using \( W_{t+1} = P_{MH_{t+1|t}} P_{H_{t+1|t}}^{-1} \), and update the system state using \( M_{t+1|t+1} = M_{t+1|t} + W_{t+1}(H_{t+1} - \hat{H}_{t+1|t}) \), according to the Kalman feedback rule. Notice that here, \( H_{t+1} \) has already been acquired by minimizing Eq. (3). \( M_{t+1|t} - \hat{H}_{t+1|t} \) represents the system output error used to adjust the new system state at time \( t + 1 \) with the Kalman gain matrix \( W_{t+1} \).

5. The covariance matrix of the system state at time \( t + 1 \) can then be updated using

\[
P_{t+1|t+1} = P_{t+1|t} - W_{t+1} P_{MH_{t+1|t}} W_{t+1}^T, \tag{9}
\]

which is then factorized again using the QR decomposition. The current time is set to \( t = t + 1 \), and the algorithm iterates back to step (a.1) to calculate the new cubature points at a new point in time until \( t = N \). Further details of CKF are described in Ref. 23. It is worth noting that the most important step herein is that in step (b.4), the new system output \( H_{t+1} \) was used from the proposed serial image registration. In this way, we can iteratively solve \( M \) and \( H \) to minimize the energy function defined in Eq. (3).

2.3.2 Deformable motion correction step

After global motion estimation, a deformable motion correction is performed to further refine the results. The objective function of deformable registration is defined as

\[
E_3 = \int_{\Omega} \| H_1 \circ I_1(x + v(x)) - I_{t+1}(x) \|^2 + \alpha_2 \|\nabla v(x)\|^2 dx.
\]

\( H_1 \circ I_1(x + v(x)) \) means first applying a global transformation \( H_1 \) to image \( I_1 \), and then deforming the image using the deformation vector \( v(x) \) for each pixel. The second term \( \alpha_2 \|\nabla v(x)\|^2 \) is a smoothness constraint on the deformation field. This equation is similar to the Horn-Schunck energy function, and the Euler–Lagrange method can be employed to find the deformation vector \( v \).

3 Results

The NMC-CKF algorithm was evaluated using simulated and real microendoscopy videos. First, the accuracy of the algorithm was validated by simulating longitudinal transformation parameters, including serial translations, rotations, scaling parameters, and intensity changes, on real frames captured from the CellIViO system in our rabbit experiments. As for image similarity measures, we chose the least-squares (LS), cross-correlation (Croc), and normalized mutual information (NMI), and compared their performance against the simulated ground
truth transformations. The results indicated that NMI performed the best, and in the next experiment with real microendoscopy videos, the NMI-based algorithm was evaluated. Because the ground truth of longitudinal transformations was not available for real videos, squared intensity differences of images before and after motion compensation were used for evaluation.

### 3.1 Image Data Preparation

Tumor models using VX2 carcinoma were created for the experiments. To propagate the cell suspension, 0.5 mL of a suspension of $5 \times 10^7$ VX2 tumor cells/mL was first inoculated in the limb of each white New Zealand rabbit. After the tumor grew to a desirable size (20 mm) in about two weeks, an additional cell suspension of 0.5 mL was prepared from it and injected inside the rabbits’ lungs under CT fluoroscopy guidance. Each VX2 lung tumor model was assessed with weekly CT scans until a desirable size of approximately 15 mm was attained. Using this method, we created VX tumor models on six rabbits and used them in our experiments.

IntegriSense 680 (250 nmol in 10 mL of saline solution) was injected through IV prior to collecting the fluorescence microendoscopy images. We first guide the intervention so that the needle is targeted to the tumor. Then, we captured the microendoscopy image sequences as shown in Fig. 1(b). The intensities of microendoscopy images are color-coded in this paper for improved visualization (the color does not mean that tumor, normal tissue, and background are segmented). In another study, we calculated the intensity distributions and compared them to the H&E staining images, and the results indicated that high intensity in our fluorescence images corresponds to the tumor cells. The mean intensity of $\alpha_\beta_3$-labeled tissues (1200) was also at least twice that of the normal tissues (500). Although it is well known that quantitative fluorescence responses are variable across subjects, our results showed that the contrasts between tumor cells and normal tissues can play an important role in determining the cancerous response for the fluorescence dye.

### 3.2 Experiments Using Simulated Image Sequences

In this experiment, 10 simulated microendoscopy sequences generated from real microendoscopy frames of rabbit experiments were used to validate our algorithm. Because we are compensating for the periodical respiratory movements, sine signals are adopted for the spatial and intensity changes across the simulated videos. Each sine signal was generated by

$$h_i(t) = a_i \sin(b_i t + \varphi_i) + c_i, \quad i = 1, \ldots, 5. \quad (11)$$

Here, $a_i$, $b_i$, and $c_i$ are the amplitude, frequency, and shifting of the transformation signals, respectively. In the simulation, the typical amplitude for translation was set to 10 pixels; the rotation angles are within the range of $[-20, +20]$ deg; the intensity scaling is between 0.95 to 1.05; and the frequency is set between 0.3 and 1 Hz. To simulate more realistic motion, we combined the transformations generated from sine signals with two different sets of frequencies and amplitudes coupled with Gaussian noises. The low frequency may reflect the respiratory movement, and the high frequency (three times faster) can represent the hemokinesis movement. The amplitude of the former was five times larger than the latter. After generating the transformation parameters $H$, at each point in time, spatially correlated and smoothed noises were generated to both the offset and the intensity of each pixel. In this way, the simulated images are more realistic than purely using the sine transformation.

Figure 3 shows some example frames of a simulated image sequence, where the grayscale images are color-mapped according to the intensity values: red corresponds to high intensities (tumor cells), and the rest of the colors correspond to lower intensities (normal tissue and background).

To quantitatively evaluate the accuracy of both algorithms, we calculated the error of transformation between the ground truth and the alignment results. Given a simulated transformation $H$ and the corresponding result $\hat{H}$, the motion estimation error can be defined as

![Fig. 3 An example of the simulated sequences. (a)-(e) Some simulated frames in the image series.](attachment:image.png)
the reference frames and the consequent frames (after motion correction) for one simulated image series. It can be seen that the overall performance using CKF filtering is better than those that did not use it, and as for different image similarity measures, NMI outperformed others. This may be because NMI reflects relatively global information, while the other two methods are vulnerable to image variability among different frames. These results confirmed that more accurate motion compensation can be obtained using NMC-CKF. Notice that the periodical changes of the errors shown in Fig. 4 may be caused by the simulated low-frequency respiratory motion (with a period of 3.11 seconds or frequency of 0.32 Hz) and the high-frequency modulation (period of 1.07 s or frequency of 0.94 Hz).

More experiments were carried out to test the robustness of the algorithms with respect to the image noises. For this purpose, we changed the standard deviation (STD) of Gaussian noises in the simulated images from 0.08 to 0.13. Figure 5 shows how well the algorithms can tolerate the addition of spatially correlated Gaussian noises to the image intensities. Similar to Fig. 4, we can also conclude that NMC-CKF can obtain more accurate motion compensation of results in different noise levels.

We also used these different similarity measures (i.e., LS, CroC, and NMI) with the NMC-CKF algorithm in the 10 simulated microendoscopy sequences. The error comparison among these three functions is illustrated in Fig. 6, where the STD of noise is 0.12. Same as the experimental results shown in Fig. 4, we did six sets of experiments to determine the best similarity measure. Figure 6 shows the quantitative average transformation errors produced by the NMI-based motion compensation (NMI-based MC) and the NMC-CKF algorithm using three similarity measures. From the previous experimental results, the accuracy using NMI-based MC is better than using LS-based motion compensation (LS-based MC), and CroC-based motion compensation (CroC-based MC). Thus, in Fig. 6, we did not show the results using LS-based MC and CroC-based MC. The

\[
\Delta = \frac{1}{K} \sum_{x \in I} \| H(x) - \hat{H}(x) \|^2, \quad (12)
\]

where \( x \) is a pixel in the reference image and \( K \) is the number of pixels in the reference image. The estimation error \( \Delta \) means the average of the differences between the new estimated positions and ground truth.

To perform a fair comparison between the image similarity measures, the deformable registration step was not used. We compared the performance of the algorithm using three different image similarity measures with and without the CKF filtering. These measures are LS, CroC, and NMI. In summary, the methods compared are as follows:

Motion compensation (MC) without using CKF [see the energy function in Eq. (1)]:

1. LS-based MC: using LS as the image similarity measure.
2. CroC-based MC: using CroC as the image similarity measure.
3. NMI-based MC: using NMI as the image similarity measure.

The proposed NMC-CKF with different image similarity measures [see the energy function in Eq. (3)]:

4. LS-based NMC-CKF: using LS as the image similarity measure.
5. CroC-based NMC-CKF: using CroC as the image similarity measure.
6. NMI-based NMC-CKF: using NMI as the image similarity measure.

We did not use CKF filtering in the first three sets of experiments, where the goal was to evaluate the performance of CKF filtering coupled with different image similarity measures. Figure 4 plots the motion estimation errors calculated between

![Fig. 4](https://www.spiedigitallibrary.org/journals/)

**Fig. 4** Comparison of motion compensation errors using different methods for simulated microendoscopy sequences.
Experimental results in Fig. 6 show that the NMI-based NMC-CKF method obtained the best accuracy after motion compensation. Figure 7 illustrates an example of the alignment results using NMI-based MC and NMC-CKF, respectively. The difference images are also shown in Fig. 7. In this case, the difference between the reference image and the aligned image after using NMC-CKF is smaller than that of NMI-based MC. In addition, Table 1 summarizes the mean value and STD of average errors for the 10 simulated image sequences, where the STD of noise is 0.12. Even though all the algorithms yielded larger motion compensation errors when the noise level increased, compared to those of the similarity measure-based registration and NMC-CKF algorithm using three similarity measures, NMC-CKF using NMI generated the smallest motion compensation errors.

3.3 Microendoscopy Video Results

Microendoscopy videos collected from six experiments on rabbits were used to test the proposed algorithm. Based on the simulation results, we utilized NMI as the similarity measure in our proposed algorithm. For each video, a scene selection method was first applied to cut it into different video clips so that each video clip is guaranteed to contain the same tumor information, and the only variability within each video clip is caused by motion. Altogether, we used 30 video clips from the experiments to evaluate the performance of the motion compensation algorithms. For each video clip, a frame with the least-squared intensity difference to other frames was selected as the reference frame. Figure 8 shows some results using the NMI-based MC and NMC-CKF (similarity measure is NMI). The second column indicates the current frame before registration, the third column shows the results using NMI-based motion compensation, and the last column provides the result using NMC-CKF (similarity measure is NMI). It can be seen that the proposed NMC-CKF yielded relatively small alignment errors.

To quantitatively evaluate the motion compensation results, the mean squared intensity differences between each registered frame and the reference frame were calculated. Figure 9(a) plots the results from one video, and Fig. 9(b) shows the mean squared intensity differences of all 30 video clips. From Fig. 9, it can be seen that the mean squared differences before motion compensation is larger than after motion compensation. The mean values of mean squared differences before motion compensation (blue lines in Fig. 9) for all image sequences are from 500 to 700. After using NMI-based motion compensation (green lines in Fig. 9), the mean values of mean squared differences for all image sequences are from 100 to 300. So the mean squared differences are reduced 60% to 80% between the situation without motion compensation and the situation after using NMI-based motion compensation. Then, after the proposed NMC-CKF method was used in these image sequences (red lines in Fig. 9), the mean values of mean squared differences for all image sequences are from 50 to 100. Again, the mean...
squared differences are reduced 50% to 70% between using NMI-based motion compensation and using NMC-CKF motion compensation. The reduction of standard deviations among these experimental results can also be used to illustrate the advantage of our proposed NMC-CKF method. The average value of standard deviations without motion compensation for all 30 data values is around 200. When the NMI-based motion compensation was used, the average value of standard deviations for all 30 data values is around 100. After using our NMC-CKF

Fig. 7 One example result for the simulated data, where the similarity measure is NMI. (a) The current frame before alignment; (b) the result of alignment after using NMI-based registration; (c) the result using NMC-CKF (global only); (d–f) are the corresponding differential images between (a)–(c) and the reference frame.

Table 1 The Mean and STD of Average Errors (μm) for the 10 Simulated Image Sequences (STD of noise is 0.12)

<table>
<thead>
<tr>
<th></th>
<th>NMI-based motion correction</th>
<th>NMC-CKF (LS-based)</th>
<th>NMC-CKF (Croc-based)</th>
<th>NMC-CKF (NMI-based)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>5.166</td>
<td>4.597</td>
<td>4.204</td>
<td>3.826</td>
</tr>
<tr>
<td>STD</td>
<td>0.499</td>
<td>0.287</td>
<td>0.177</td>
<td>0.168</td>
</tr>
</tbody>
</table>

Fig. 8 Sample results for real microscopy videos using NMI-based methods. (a) The result using NMI-based motion correction; (b) the NMC-CKF result; (c–e) the corresponding differential images of the current frame, (a), and (b) to the reference frame, respectively.
method, the average value of standard deviations for all 30 data values is reduced to around 30. From these data, it can be seen that the NMC-CKF method supplies stable and accurate motion compensation results for the molecular image analysis. In conclusion, NMC-CKF significantly improved the image intensity differences after motion compensation for all the videos, while the NMI-based motion compensation yields relatively large errors. These results illustrated the effectiveness of our NMC-CKF approach to aligning the microendoscopy image sequences.

Fig. 9  The improvement of squared intensity differences by NMC-CKF, where the mean squared differences before motion compensation are denoted as blue lines, the values after using NMI-based motion compensation are denoted as green lines, and the mean squared differences after the proposed NMC-CKF method was used in these image sequences are denoted as red lines. (a) An example of the improvement for the mean squared difference using NMC-CKF; and (b) the mean and variance of the mean squared intensity differences for the 30 video clips.

method, the average value of standard deviations for all 30 data values is reduced to around 30. From these data, it can be seen that the NMC-CKF method supplies stable and accurate motion compensation results for the molecular image analysis. In conclusion, NMC-CKF significantly improved the image intensity differences after motion compensation for all the videos, while the NMI-based motion compensation yields relatively large errors. These results illustrated the effectiveness of our NMC-CKF approach to aligning the microendoscopy image sequences.

After motion compensation, we can provide relatively stable image sequences for visualizing the fluorescence tumor response. Furthermore, quantitative measures such as sequential image histograms and contrasts between high-intensity tumor and low-intensity normal tissues can also be calculated for tumor detection. Although not a quantitative technique to study fluorescence response across subjects, the contrast between high-intensity spots and low-intensity spots of the same subject plays an important role in determining the cancerous response. Notice that the field of view of the fiber-optic probe is ∼500 μm, and it shows only a very small portion of the tissue. On the other hand, respiratory motion and heartbeat can be quite large so that significant changes from one image to the other might happen, and some parts shown in one image might not be present in the other. In fact, motion compensation is valid only when the images contain the same or a large amount of common tissue information. Our premise is that motion compensation in our application will be performed only when the probe is targeted...
to a desired area and immobilized to capture the microscopy images. Therefore, we limit the motion compensation to the image sequences with similar scenes. Before performing the algorithm, we cut the video into different clips so that each video clip can be guaranteed to contain the same tumor information, and the only variability within each video clip is caused by respiratory motion.

4 Conclusion

We proposed a novel motion compensation algorithm, NMC-CKF, for microendoscopy imaging to enhance the ability to detect cancer in a minimally invasive, image-guided system. Different from the traditional image registration methods, the temporal transformation in the video is modeled using a nonlinear system to increase stability. Compared to the image registration based on similarity measurement, NMC-CKF obtained more accurate alignment results in simulated microendoscopy image sequences. For real microendoscopy videos collected by the CellVizio system, the results also exhibited better image similarity after motion correction. These results confirmed the advantages of incorporating CKF into serial image alignment when using optical microendoscopy.

In our future work, we will apply NMC-CKF to our molecular imaging diagnosis system for lung cancer and study quantitative methods to differentiate between cancer and normal tissue types. The molecular image analysis component is a crucial function for the future development of such an intervention system. The motion compensation study using NMC-CKF is the prior step of our molecular image analysis. Based on the motion compensation result, we can easily distinguish the tumor-contained frame from the whole image sequence. In addition, we will implement a computerized classification method in order to detect tumor cells automatically in IntegriSense-based optical images, such that the pathological studies can be processed based on the classification results in the future.
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