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Abstract. Blurry image discrimination is a challenging and critical problem in computer vision.
It is useful for image restoration, object recognition, and other image applications. In previous
studies, researchers proposed a discrimination method based on hand-extracted features or deep
learning. However, these methods are either pure data driven by deep learning or over-simplified
assumptions on prior knowledge. As a result, a discrimination method is proposed for distin-
guishing sharp images and blurry images based on a fusion network. The proposed method can
automatically discriminate and detect blur without performing image restoration or blur kernel
function estimation. Actually, the blur and the noise are extracted by the improved VGG16 net-
work and texture noise extraction algorithm, respectively. Then the fusion network integrates
the advantages of deep learning and hand-extracted features, and achieves ultimate high-
accuracy discrimination results. Rigorous experiments performed on own dataset and other
popular datasets with a number of blurry images and sharp images, including RealBlur dataset,
BSD-B dataset, and GoPro dataset. The results show that the proposed method outperforms with
an accuracy of 98% on our own dataset and 94.8% on the other dataset, which satisfies the
requirements of the image applications. Similarly, we have compared our method with state-
of-the-art methods to show its robustness and generalization ability. © The Authors. Published
by SPIE under a Creative Commons Attribution 4.0 Unported License. Distribution or reproduction of
this work in whole or in part requires full attribution of the original publication, including its DOI.
[DOI: 10.1117/1.JEI.30.3.033030]
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1 Introduction

Digital images have become an indispensable core information carrier in the fields of computer
vision and artificial intelligence. However, during the processes of image acquisition and image
transmission, the image is inevitably contaminated by blur. Actually, blur is almost an omni-
present effect on natural images. Blur discrimination is great benefit to the subsequent image
processing, including depth estimation, image quality assessment, information retrieval, image
restoration, and others.1–4 As a result, blur discrimination has already become an important prob-
lem in image and video processing systems.

Although blur discrimination has attracted much attention in recent years, most previous
work focuses on solving the deblurring problem. On the contrary, more general blur discrimi-
nation is seldom explored and still far from practical applications. Various prior knowledge can
be extracted from the statistics of natural images.5–9 Among this prior knowledge, dark channel
prior deserves a special mention due to its restoration performance.8 Pan et al.8 found that most
image patches in the sharp image contained some dark pixels and these pixels were not dark
when averaged with neighboring high-intensity pixels during the blur process. This feature,
called a dark channel, is a great benefit to deblurring. However, blur can decrease the dark chan-
nel, but the dark channels of some blurry images are more than those of some sharp images. As
shown in Fig. 1, it is obvious that the dark channels of the blurry image are more than those of the
sharp image. Therefore, it is impossible to discriminate the blur only by dark channel or other
single prior knowledge.
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In the last 20 years or so, several practicable methods are proposed for blur discrimination.10–16

Most of them employ a two-step strategy. First, some low-level blur-related features are hand-
crafted based on various empirical image statistics in gradient, frequency, and other domains.
Then, a binary classifier is used for blur discrimination. Therefore, a crucial issue of blur dis-
crimination is to achieve useful blur features. Although the hand-crafted features are simple and
low-dimensional, their discriminative and expressive capabilities are still improved. The latest
advances have shown that the deep learning can extract superior deep features for blur discrimi-
nation,17,18 despite poor generalization capability.

Inspired by the above research, this paper designs a fusion network structure, which inte-
grates the classification network and the texture noise extraction algorithm. The classification
network is proposed by improving the VGG16 network. The noise extraction algorithm is
improved based on wavelet estimation method. Experimental results demonstrate that the pro-
posed method is successful for blur discrimination. In this paper, several contributions are sum-
marized as follows.

• We propose a fusion network that not only fuses the advantages of the existing discrimi-
nation methods based on hand-extracted features and deep learning, but also prompts the
robust convergence of the discrimination network. In the process of jointly training the
entire network, the proposed method only demands a small number of training samples
relative to other deep convolutional neural networks methods and achieves the superior
discrimination performance.

• The classification network is proposed by improving the VGG16 network with the addi-
tional dropout layers, which can suppress the overfitting problem of the original network.

• The texture noise extraction algorithm is introduced by improved wavelet estimation
method, which can effectively solve noise disturbance and improve discrimination
accuracy.

The rest of this paper is organized as follows. The related works on blur discrimination are
presented in Sec. 2. Three important parts of our proposed method are detailed in Sec. 3.
Experimental results and analyses are presented in Sec. 4, and conclusion is given in Sec. 5.

2 Related Work

Blur discrimination is a challenging and long-studied topic in image processing and analysis. As
far, the blur discrimination methods can be categorized into two groups: methods based on hand-
extracted features and methods based on deep learning, which are discussed in this section.

2.1 Methods Based on Hand-Extracted Features

The methods based on hand-extracted features are proposed based on image statistical features.
Shi et al.10 proposed a discrimination method using local filtering space, Fourier transform, and
image gradient. These features are adaptive to blur scales in different images. Xu et al.11 pro-
posed several blur features using different image statistical information, including color, image
gradient, and spectral information. Khan et al.12 proposed a blur discrimination method by fre-
quency-based multi-level fusion transformation, which could detect and classify the blur and
non-blur by single image processing. Rugna and Konik13 observed that the blur was insensitive

Fig. 1 The dark channel of sharp image and blurry image: (a) sharp image, (b) dark channel of (a),
(c) blurry image, and (d) dark channel of (c).
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to low-pass filtering. They utilized this feature to judge whether a given image was blurry or not.
Liu et al.14 focused their attention on low-level features and proposed a blur discrimination
method through some image features, including local auto-correlation congruency, gradient
histogram span, spectrum slope, and maximum saturation. Teo and Zhan15 proposed a detection
method for the blurry image by integrating image-derived features and position and orientation
system-derived features. Wang et al.16 proposed a blur detection method for iris image based on
local features, which are generated by radial symmetry transform and support vector machine.
Gueraichi and Serir17 proposed a simple model for blur discrimination, which is based on dis-
crete cosine transform associated to support vector machine. The experimental results are some-
what convincing.

These methods based on hand-extracted features are flexible in the extraction of prior knowl-
edge, but suffer from over-simplified assumptions on prior knowledge.

2.2 Methods Based on Deep Learning

With the development of deep learning, several discrimination methods based on deep learning
have been proposed in recent years. Huang et al.18 studied to learn discriminative blur features
via deep convolutional neural networks. They designed an effective network with several feature
extraction layers and one binary classification layer, which could accurately achieve patch-level
blur likelihood. Zhao et al.19 studied a multi-stream, bottom-top-bottom, fully convolutional net-
work for blur detection. However, their proposed network only detected defocus blur. Wang
et al.20 proposed a fast blur detection method for both motion and defocus blur using an end-
to-end deep neural network. It can also detect joint motion and defocus blur and costs little time
to implement the network. Zeng et al.21 proposed multiple convolutional neural networks
(ConvNets) for automatically learning the most locally relevant features of defocus blur. The
features related on motion blur and the other blur were not discussed in their paper. Szandała22

proposed a deep convolutional neural network as well as Laplacian method for determining
whether an image is blurry or not and showed that deep convolutional neural network has
considerable potential for blur discrimination.

In a word, deep learning methods benefiting from end-to-end training enjoy fast speed and
powerful learning ability in handling blur features. However, deep learning models may lack the
guidance of prior knowledge and be limited by poor generalization ability. The advantages and
disadvantages of these discrimination methods have been presented in Table 1.

3 Proposed Method

The proposed method consists of three parts. First, the improved VGG16 network model is used
for blur discrimination. Second, the noise parameter is obtained by the introduced noise extrac-
tion algorithm. Finally, a fusion network is designed and trained to generate a discriminative
model, which integrates the advantages of data-driven deep learning and guidance of prior
knowledge, and achieves a high-accuracy discrimination result. The overall flowchart of our
proposed method is shown in Fig. 2.

3.1 Improved VGG16 Network

To the best of our knowledge, convolutional neural networks have been widely used in com-
puter vision, including image classification, image segmentation, and the other applications.

Table 1 The advantages and disadvantages of these discrimination methods.

Method Advantages Disadvantages

Methods based on
hand-extracted features

Flexibility in the extraction
of prior knowledge

Over-simplified assumptions on prior
knowledge

Methods based on
deep learning

End-to-end method, powerful
learning ability

Pure data driven and lack of prior knowledge
guide, poor generalization ability
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Therefore, we propose a convolutional neural network method to solve the blur discrimination
problem. In the discrimination process, blur boundaries do not need to be manually specified.
Moreover, it is almost impossible to mark out specific boundaries, which is one of the main
limitations of traditional methods. These boundaries hide in the intrinsic prior knowledge of
training samples, which can be learned by the dense connected convolutional neural network.

The Visual Geometry Group network (VGGNet) is a classical convolutional neural net-
work,23 which uses a smaller convolution kernel but deeper network level to extract more small
features. It consists of 16 weight layers (13 convolution layers and 3 fully connected layers),
which accepts 3-channel RGB image as an input. Moreover, a convolution sequence is formed
by stacking a series of 2 or 3 convolution layers (using 3 × 3 convolution kernel). Each con-
volution sequence is followed by a maximum pooling layer with 2 × 2 window size and stride 2.
The number of channels in the last three fully connected layers is 4096, 4096, and 1000, respec-
tively. Finally, a softmax classifier with 1000 labels is used for classification. In this section,
we chose the 16-layer VGG (VGG16) model as a pre-trained model. Moreover, we modified
and developed it to fulfill our requirements for blur discrimination.

It is found that VGG16 network has relatively small loss function when it is directly applied
in classification. However, its generalization ability still needs to be improved. In this paper, we
adopt a dropout layer to further optimize the generalization ability.

The dropout layer is first proposed in Ref. 24. The principle of dropout layer is to randomly
make the weights of some nodes in a hidden layer at a certain ratio stop working during model
training. Those nodes that do not work can be temporarily regarded as not being part of the
network structure. However, their weights must be retained, and thus the parameters will not
be too large. The essence is that when the network extracts the features from training set, it
will abandon some features to improve the generalization ability of the network. According
to the linear algebra theory, the smaller the parameters are, the simpler the model is, and the
less likely it is overfitting. Therefore, we added two dropout layers to suppress the overfitting.
The flowchart of improved VGG16 network is shown in Fig. 3. The red box denotes the addi-
tional dropout layers and FC-2 layer. The parameters of dropout layer can be adjusted more
optimally according to the network evaluation results. In addition, we only need to classify two
categories (blurry image and sharp image), and we adjust the structure of VGG16 network to
adapt to the number of categories. That is, the number of neurons in the output layer is adjusted
to 2 (denoted as FC-2 in Fig. 3).

Fig. 3 Flowchart of improved VGG16 network.

Fig. 2 Flowchart of our proposed discrimination network.
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3.2 Texture Noise Extraction Algorithm

In Sec. 2.1, it is found that the discrimination results of the improved VGG16 model are some-
times wrong when the image is contaminated by noise. Therefore, the texture noise parameters
are introduced as a training element to improve the accuracy. There are many ways to estimate
the noise parameters using some statistical characteristics of the image.25–27 In our paper, we
chose to use wavelet transform to estimate the noise parameters, which was originally presented
by Donoho and Johnstone.28 The wavelet estimation algorithm transforms the image into wavelet
domain, including low-frequency sub-band coefficients and high-frequency sub-band coeffi-
cients. Low-frequency sub-band coefficients reflect the basic information and high-frequency
sub-band coefficients reflect noise, edges, and the other texture features. Based on this theory,
the simple and effective noise estimation method29 is shown as

EQ-TARGET;temp:intralink-;e001;116;597σ ¼ MedianðjYði; jÞjÞ
0.6745

; (1)

where jYði; jÞj represents the amplitude of high-frequency sub-band coefficients. Median rep-
resents median of signal. σ represents the estimated noise parameter and reflects image noise
level. However, it is found that the estimated values are all over estimation, especially for the
images with low-level noise. The main reason is that all high-frequency sub-band coefficients are
taken as noise in origin wavelet estimation. Nevertheless, the high-frequency coefficients include
noise, edges, and the other texture features. To decrease this over estimation, we proposed the
texture noise extraction algorithm by patch-based wavelet estimation. The detailed flow of our
proposed texture noise extraction algorithm is given in Algorithm 1.

By selecting different image patches and achieving their estimated noise parameters. The
minimum of these estimated noise parameters represents that the image patch possesses fairly
minimal texture details, and thus it is considered as the ultimate noise parameter. In this case, the
influence of image texture can be eliminated as much as possible.

To demonstrate superior of the noise extraction algorithm, we test the algorithm on four
different images, which are shown in Fig. 4. These images are contaminated with different noises
and the noise standard deviations are 5, 8, 11, 15, 20, and 25. The estimated results of our pro-
posed texture noise algorithm by patch-based wavelet estimation (PWE) algorithm and origin
wavelet estimation (OWE) algorithm are both shown in Table 2. It is found that the average error
of PWE is much smaller than those of OWE, which has shown superior of the proposed texture
noise extraction algorithm. The proposed algorithm takes full advantage of prior knowledge and
introduces it into the fusion network. It can increase the adaptability of the network to noise and
improve discrimination results on the images contaminated with noise.

Algorithm 1 Steps for the texture noise extraction algorithm.

START:

Input: A (the given image) and [m, n] (the size of image)

For k = 1:5;

m0 = random(1)*(m − 64); Generating random numbers

n0 = random(1)*(n − 64); Generating random numbers

Pa = A(m0:m0 + 64, n0:n0 + 64, :); Randomly select a patch from the given image

Y = wavelet(Pa); Wavelet transform for the selected patches;

Obtain the estimated noise parameters σðkÞ using Eq. (1);

End For

σult ¼ minðσÞ; Achieve the minimum of five estimated noise parameters

FINISH
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3.3 Fusion Network

To integrate the advantages of the improved VGG16 network and texture noise extraction algo-
rithm, a fusion network is designed in this section. The fusion network is a back propagation
(BP) neural network. We chose BP neural network to build a fusion network because of its strong
non-linear mapping ability, high self-learning, adaptive ability, and fault tolerance ability.

BP neural network, a multi-layer feedforward network, is trained by the error BP algorithm.30

Its main characteristic is that the signal propagates forward and the error propagates backward. The
learning rule of BP neural network is the steepest descent method,31 which continuously adjusts the
weights and biases of the network to minimize the sum of squared errors of the network. Moreover,
the loss function used in this paper is the cross-entropy function, which is shown as follows:

EQ-TARGET;temp:intralink-;e002;116;152loss ¼ −
Xn

i¼1

yi log ŷi þ ð1 − yiÞ logð1 − ŷiÞ; (2)

where loss represents the loss function, n represents the number of categories, equaling to 2 in this
network (blurry images and sharp images), ŷi represents the predicted probability, and yi represents
the true sample label. This loss function is an effective and popular loss function and can be mini-
mized to approximate the real results.32

Fig. 4 The samples used for verifying the texture noise extraction algorithm.

Table 2 Comparison of the estimation values.

Noise estimation
methods Real noise 5 8 11 15 20 25

Average
error

Fig. 4(a) OWE Estimated 7.34 10.25 13.18 17.07 21.65 26.81

Error 46.8% 28.1% 19.8% 13.8% 8.3% 7.2% 20.7%

PWE Estimated 5.33 7.69 11.28 15.44 19.91 25.88

Error 6.6% 3.9% 2.5% 2.9% 0.5% 3.5% 3.3%

Fig. 4(b) OWE Estimated 8.66 11.24 14.06 17.81 22.64 27.40

Error 73.2% 40.5% 27.8% 18.7% 13.2% 9.6% 30.5%

PWE Estimated 6.68 9.58 12.37 17.08 22.14 25.10

Error 33.6% 19.7% 12.5% 13.9% 10.7% 0.4% 15.1%

Fig. 4(c) OWE Estimated 11.40 13.70 16.30 19.63 24.06 28.55

Error 128% 71.3% 48.2% 30.9% 20.3% 14.2% 52.1%

PWE Estimated 7.80 9.89 12.79 16.14 21.10 25.76

Error 56.0% 23.6% 16.3% 7.6% 5.5% 3.0% 18.7%

Fig. 4(d) OWE Estimated 5.89 8.85 11.96 16.08 20.91 25.97

Error 17.8% 10.6% 8.7% 7.2% 4.6% 3.9% 8.8%

PWE Estimated 5.24 7.89 10.71 14.55 20.55 25.13

Error 4.8% 1.4% 2.6% 3.0% 2.8% 0.5% 2.5%
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The fusion network integrates the deep learning results and hand-features (texture noise), and
comprehensively discriminates whether the image is blurry or not. It will increase the discrimi-
nation accuracy, especially for the images contaminated with noise.

3.4 Implemented Specifics

The improved VGG16 network demands that the size of input image is 224 × 224. Therefore, the
testing image must be cropped to size of 224 × 224. However, it will lead to some random errors
because of local texture features of images. Therefore, we crop out five sub-images from differ-
ent regions, including the upper left corner, lower left corner, middle, upper right corner, and
lower right corner. For sub-image 1 or 4 in Fig. 5, it is easy to make incorrect discrimination
because of slightly blurry background regions. Therefore, through achieving average of discrimi-
nation values in different regions, it will reduce the random error and improve discrimination
results. This will overcome the influence of the local texture features. The fusion network inte-
grates the average blur probability and the texture noise parameter, and then achieves the final
discriminative results. The implementation specifics of the overall discrimination method are
given in Algorithm 2.

Fig. 5 Samples of cropped sub-images: (a) original image and (b) cropped sub-image.

Algorithm 2 Implementation specifics of the overall discrimination method.

START:

Input: A (the given image)

For i = 1:5;

Achieving cropped image A(i);

Initial blur probability P(i) is obtained by inputting A(i) into the network (Fig. 3);

Average blur probability Pm = mean(P(i));

End For

Noise parameter σ is obtained by Algorithm 1;

Final discrimination result is obtained by inputting Pm and σ into the fusion network.

FINISH
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4 Experimental Results

4.1 Experimental Dataset and Training Results

The experimental environment of this paper is Windows 10 version 64-bit operating system,
including Intel Core i5 2.5 GHz, Memory 16 GB, NVIDIA GTX1650Ti, CUDA version
10.1 and CUDNN version 7.6.

The training dataset and the testing dataset are, respectively, divided into two categories:
blurry images and sharp images. To ensure the diversity of samples and the robustness of the
model, we build our own blurry image dataset with multiple parameters and multiple types. The
sharp images are, respectively, blurred with different Gaussian parameters, motion blur param-
eters, and different noises. Then the blurry image dataset is generated with a total of more than
290 different blur types. These parameters of blur are listed in Tables 3 and 4. Moreover, some
blurry images are download from internet or taken with mobile phone to enrich the dataset. The
samples of sharp images and blurry images are shown in Figs. 6 and 7, respectively.

In the training process, learning rate is set as 0.0001; max iteration is set as 13000; and batch
size is set as 20. The accuracy curve and loss curve have been given in Figs. 8 and 9, which
shows our method can achieve superior training results.

Table 3 Gaussian blur parameters.

Types Blur radius (r )

Gaussian blur 2 3 4 5 6 7 8 10

Table 4 Motion blur parameters.

Blur length Blur angle

5 30 45 60 75 90 105

7 15 45 75 105 135 165

9 15 40 65 90 115 140

11 10 35 60 85 110 135

13 0 45 70 100 130 150

15 90 120 135 150 165 180

18 0 30 45 60 90 135

25 0 45 60 90 135 160

Fig. 6 The samples of sharp images from our datasets.
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4.2 Performance Evaluation

In this paper, we evaluate the proposed method using four performance indices,33 including pre-
cision, recall, F1-score, and accuracy. First, precision and recall are as follows:

EQ-TARGET;temp:intralink-;e003;116;183Precision ¼ Tp

Tp þ Fp
; (3)

EQ-TARGET;temp:intralink-;e004;116;126Recall ¼ Tp

Tp þ FN
; (4)

where T and F are true and false, respectively, which means that the result is correct or not; P and
N are positive and negative, respectively, which means that the result is considered to be “pos-
itive class” or “negative class.” Tp, referred to as “true positive,” represents the number of

Fig. 7 The samples of blurry images from our datasets.

Fig. 8 Training results: the accuracy curve.

Fig. 9 Training results: the loss curve.
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instances that actually positive class is predicted into positive class. Fp, referred to as “false
positive,” represents the number of instances that actually negative class is predicted into positive
class. FN , referred to as “false negatives,” represents the number of instances that actually pos-
itive class is categorized into negative class.

When evaluating the results, we hope that both precision and recall are high, but if precision
increases, recall often decreases in most cases. In fact, they are contradictory, and we simulta-
neously use a new indicator, which takes into account both precision and recall to achieve the
high balance, which is shown as follows:

EQ-TARGET;temp:intralink-;e005;116;639F1 ¼ 2 � Precision � Recall
Precisionþ Recall

: (5)

In addition, accuracy refers to how closely a measurement or observation comes to “true value.”
Therefore, we use accuracy to visually observe the correct ratio of the proposed network and
compare with other approaches. It is defined as follows:

EQ-TARGET;temp:intralink-;e006;116;560Accuracy ¼ Ncorrect

Ntotal

; (6)

where Ncorrect means the correct results and Ntotal denotes the total samples.

4.3 Experimental Results on Our Testing Dataset

We collected totally 300 blurry images with different blur and 300 sharp images to form our
testing dataset. The sharp images and the blurry images are, respectively, regarded as the positive
class to calculate the corresponding precision, recall, F1-score, and accuracy. As listed in
Table 5, we can clearly conclude that our method is better than the original VGG16 neural net-
work in all evaluation indicators. Compared with the original VGG16 network, the improved
VGG16 network with single sub-image can increase the accuracy by 15% (0.723 to 0.873).
Moreover, the improved VGG16 network with average of five sub-images can increase the accu-
racy to 0.937, which has shown that the average of discriminative values can indeed reduce the
random error and improve discrimination results. Finally, combing the texture noise extraction
algorithm, we can achieve the satisfactory discriminative results (the accuracy is 0.980). In addi-
tion, we compared the accuracy with other discrimination approaches, as shown in Table 6.

For the methods based on hand-extracted features, the maximum accuracy of Liu’s method
about blur/sharp discrimination is 75.2% when ηa ¼ 0.4. Xu et al.’s method has an accuracy rate
of 86.6% for blur/sharp discrimination. Teo and Zhan’s method proposed to use bmotion and post-
derived features to discriminate whether the image is blurry or not, and its accuracy is 74.5%.
The accuracy of Rugna and Konik’s pixel-based method for blur identification is about 90.3%.
For the methods based on deep learning, Huang et al. used a CNN for blur and sharp discrimi-
nation with an accuracy rate of 75.7%.

Table 5 Comparison of test results.

Evaluation
parameters

Original VGG16
network

Improved VGG16 network

Fusion of texture
noise and

improved VGG16
Single sub-image
(random cropped)

Average of
sub-images

Blur Sharp Blur Sharp Blur Sharp Blur Sharp

Precision 1.00 0.64 0.92 0.84 0.97 0.91 0.99 0.97

Recall 0.45 0.99 0.82 0.93 0.90 0.97 0.97 0.99

F1-score 0.62 0.78 0.87 0.88 0.93 0.94 0.98 0.98

Accuracy 0.723 0.873 0.937 0.980
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As a result, the accuracy of our approach is better than the existing approaches regardless of
any blur type. The main reason is that the traditional hand-extracted methods are severely limited.
The extracted prior knowledge cannot express the blur property of image very well. For example,
Liu’s method22 used local auto-correlation congruence, gradient histogram span, spectrum slope,
and maximum saturation to achieve the discrimination results. They proposed that a blurry image
usually had a large spectrum slope while a sharp image, contrarily, corresponded to a small
spectrum slope. However, the spectrum slope was proposed based on the same image scene.
For different scene, a blurry image may have a small spectrum slope, so these hand-extracted
features do not fit all blurry images. The same example for the dark channel is discussed in Sec. 1
and Fig. 1. On the other hand, the deep learning methods only depend on pure data driven with-
out considering guide of prior knowledge (noise effect). However, noise is random and easy to
change the pixel distribution of the image, which will decrease discrimination accuracy.

By contrast, we make full use of the strong classification ability of deep learning network and
then introduce texture noise. Moreover, by computing the average discrimination result of sev-
eral cropped sub-images, the influence of the local texture features can be overcome. Therefore,
we can achieve the satisfactory discrimination result.

4.4 Experimental Results on Other Testing Datasets

To further demonstrate the discrimination performance and generalization ability, we test our
method on different and popular datasets for image discrimination, image deblurring, and image
quality evaluation, including RealBlur, BSD-B, and GoPro. These datasets contain a large num-
ber of blurry images and sharp images. RealBlur dataset is a large-scale dataset of real-world
blurry images, which is generated by Rim et al. In Ref. 34, BSD-B dataset is a synthetic dataset,
which is generated from the BSD500 segmentation dataset.35,36 GoPro dataset is also a synthetic
dataset generated in Ref. 36. They all contain a large number of blurry images and sharp images,
which are used for training in image deblurring and image quality assessment. We randomly
select 300 pairs of blurry and sharp images from each dataset. The test results on three datasets
are shown in Table 7.

Table 6 Comparison with other approaches.

Method
Teo and
Zhan15 Liu et al.14 Xu et al.11

Rugna and
Konik13

Huang
et al.18 Ours

Category Blur Sharp Blur Sharp Blur Sharp Blur Sharp Blur Sharp Blur Sharp

Precision 0.73 0.76 0.74 0.76 0.85 0.88 0.92 0.85 0.79 0.73 0.99 0.97

Recall 0.78 0.71 0.77 0.73 0.89 0.84 0.88 0.89 0.70 0.81 0.97 0.99

F1-score 0.75 0.73 0.75 0.74 0.87 0.86 0.90 0.87 0.74 0.77 0.98 0.98

Accuracy 0.745 0.752 0.866 0.903 0.757 0.980

Table 7 Comparison of test results on other testing datasets.

Evaluation
parameters

Dataset

RealBlur BSD-B GoPro

Blur Sharp Blur Sharp Blur Sharp

Precision 0.951 0.973 0.942 0.979 0.906 1.000

Recall 0.973 0.950 0.980 0.940 1.000 0.897

F1-score 0.962 0.961 0.961 0.959 0.951 0.946

Accuracy 0.962 0.960 0.948
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It is found that accuracy of these datasets is all greater than 94%, which again demonstrates
our method has superior generalization ability and satisfactory robustness. Considering blurry
images and sharp images separately, all precision and recall are greater than 94% except GoPro
dataset. Precision of blurry images and recall of sharp images in GoPro dataset are both about
0.90. It illustrates that a certain number of sharp images are predicted to be blurry. This is mainly
because that some testing images look blurry in terms of subjective vision, but these images are
labeled as sharp images in GoPro dataset. The actual image quality is contradictory to the label in
GoPro dataset. Some samples and the original directory in GoPro dataset are shown in Fig. 10.

5 Conclusions and Future Work

In this paper, a method is proposed for blur discrimination based on a fusion network. First, the
VGG16 network is improved to achieve blur probability. Then the texture noise parameters can
be extracted by the proposed noise extraction algorithm. Finally, the fusion network integrates
the blur probability and noise parameters to achieve superior discrimination results. Actually, the
proposed method combines data driven with guide of prior knowledge and make deep learning
effective. Extensive experiments performed on own dataset and other popular blurring datasets
with a number of blurry images and sharp images, including RealBlur dataset, BSD-B dataset,
and GoPro dataset. We use four evaluation indices to evaluate the proposed method and achieve
satisfactory discrimination results. The experiment demonstrates that the proposed method can
obtain superior performance and be applied to many applications.

The limitation of this work is that the parameters of additional dropout layers are achieved by
a lot of trials. Actually, these parameters can be determined by image texture features. Moreover,
the method can only discriminate whether the image is blurry or not, but whether it is Gaussian
blur, motion blur, or other blur types cannot be discriminated. They will be discussed and studied
in future work.
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