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Abstract. According to an International Technology Roadmap for Semiconductors (ITRS-2012) update, the sensitivity requirement for an extreme ultraviolet (EUV) mask pattern inspection system is to be less than 18 nm for half pitch (hp) 16-nm node devices. The inspection sensitivity of extrusion and intrusion defects on hp 64-nm line-and-space patterned EUV mask were investigated using simulated projection electron microscope (PEM) images. The obtained defect images showed that the optimization of current density and image processing techniques were essential for the detection of defects. Extrusion and intrusion defects 16 nm in size were detected on images formed by 3000 electrons per pixel. The landing energy also greatly influenced the defect detection efficiency. These influences were different for extrusion and intrusion defects. These results were in good agreement with experimentally obtained yield curves of the mask materials and the elevation angles of the defects. These results suggest that the PEM technique has a potential to detect 16-nm size defects on an hp 64-nm patterned EUV mask. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.JMM.12.2.023013]
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1 Introduction

Extreme ultraviolet (EUV) lithography is a promising technique for a post-2 ×-nm generation lithography. Pattern inspection is one of the key issues to be addressed in the fabrication of devices of half pitch (hp) 16 nm and beyond. As for pattern inspection in a 2 ×-nm EUV mask, encouraging results have been demonstrated. The system cited here shows sensitivity capable of detecting a 20-nm pattern defect size by using a programmed defect mask (PDM). As prescribed by the International Technology Roadmap for Semiconductors (ITRS-2012) update, a sensitivity requirement of less than 18 nm would be necessary for hp 16-nm node devices. So far, pattern inspection technology has employed deep ultraviolet (DUV) light sources, but continued shrinkage of pattern size has caused difficulties in detecting small defects. It is well known that improvement in image resolution can be realized by using an electron beam, as used in a scanning electron microscope (SEM)-type inspection system, but because of the very small electron beam spot size used in such a system, it takes too much time for inspection. Therefore, we have been developing a projection electron microscope (PEM) for pattern inspection, and we have evaluated its feasibility. To accelerate this development program, a better understanding of image formation in PEM and improved prediction capability have become essential. In recent times, the accuracy of simulations using advanced Monte Carlo methods has improved significantly. These simulations take into account the charging and discharging effects, electromagnetic fields, detector configurations, and so on. The simulated results are consistent with experimental results and can describe the physical phenomena of EUV imaging and metrology. In this study, we describe defect detection using simulated PEM image by Monte Carlo simulation.

2 Experimental

To simulate a defect inspection with a PEM technique, simulated images were obtained using CHARIOT Monte Carlo software (Abeam Technologies, Inc.). Software with 72 cores was installed in an all-in-one server computer, Proliant DL 980 G2 (Hewlett Packard), with 80 cores. Figure 1 shows schematic representations of a sample EUV mask used for the simulation. On this mask, defects with various sizes were fabricated on hp 64-nm line-and-space (L/S) patterns. Ta-based absorber layers with a 66-nm thickness were fabricated on EUV reflective multilayers (MLs) capped with 2.5-nm thick Ru. The MLs comprised 40 pairs of 3-nm thick Mo and 4-nm thick Si. The thicknesses of the defects were 66 nm, which were same as that of the absorber layers. The sizes of the defects were 64 × 64 nm, 32 × 32 nm, 22 × 22 nm, and 16 × 16 nm. According to the ITRS-2012 update, the defect size on the EUV mask is defined as the square root of the defect area on a 2-D mask surface. Because all the defects in this study were square, hereafter, we refer to them as 64-, 32-, 22-, and 16-nm defects. A square shaped collimated beam, 2 × 2 μm in size, was used to demonstrate the PEM technique. To obtain the simulated image, a 0.8 × 0.8 μm-sized image detector with a pixel size of 16 × 16 nm was placed 40 nm away from the surface of the sample. In the real application,
PEM image quality strongly depends upon the property of imaging optics. We have already reported that the PEM image of a hp 64-nm L/S pattern with a contrast of 0.5 can be experimentally obtained using our developing tool by improving its electron beam optics.\(^4,5\) In this simulation, the image contrast can be controlled by adjusting the distance between the image detector and the sample surface, because the simulated secondary electron image blurs as the distance becomes large. And, the image contrast of an hp 64-nm L/S pattern was confirmed to be 0.5 when the distance was 40 nm in this simulation. Therefore, the image detector was placed 40 nm away from the surface of the sample to demonstrate the same contrast as the experimentally obtained image. To investigate the dependency of the number of electrons per pixel on the defect inspection, the current densities of \(2.5 \times 10^{-4}\), \(2.5 \times 10^{-3}\), and \(1.5 \times 10^{-2}\) A/cm\(^2\), all with same dwell time of 1 ms, were used. Because the pixel size of the detector was \(16 \times 16\) nm, the average number of electrons per pixel in each current density corresponded to 50, 500, and 3000 electrons per pixel, respectively. Primary electrons with energies of 50, 250, 500, 1000, and 3000 eV were used to investigate the influence of the landing energies on the defect inspection. In the PEM system, only the secondary electrons with energies less than 50 eV can be selectively focused onto the detector by using electron energy filters in a real application. Therefore, the energy range of the detector was set from 0 to 50 eV to detect only those secondary electrons and to remove any influence of elastically backscattered electrons on the image, which may have similar energies to that of the primary electrons if the primary electrons of more than 250 eV were used. To improve the reliability of the simulation result, secondary electron yield curves of the utilized materials were applied for the calibration of experimental data. The difference between the simulated PEM image with defects and that without defects is defined as a difference image. To define the sensitivity of defect detection, we identified the intensity peak in the difference image with more than 10 times the intensity of the standard deviation of the background intensity levels as a defect. To enhance the detect signal

---

**Fig. 1** Schematic representations of a sample EUV mask used for the simulation. Top views of the sample are shown in three drawings: (a) with extrusion defects, (b) with intrusion defects, and (c) with no defects. Cross-sectional views of the sample are shown in two drawings: (d) with extrusion defects and (e) with intrusion defects.

**Fig. 2** Secondary electron emission coefficients of the Ta-based absorber layer and Ru-capped multilayer (ML) as a function of landing energy.
intensities, image processing operations were applied to the simulated image.

3 Results and Discussion

3.1 Secondary Electron Emission Coefficient of EUV Mask

Figure 2 shows secondary electron emission coefficients (SEECs) of a Ta-based absorber layer and Ru-capped ML. These yield curves of the absorber layer and ML showed peaks at 400 and 300 eV, respectively. Simulated results corresponded well to experimental results. Figure 3 shows the experimental SEEC difference (which is calculated by subtracting SEEC of ML from that of the absorber layer) as a function of landing energy. This result shows that the experimental SEEC difference between the absorber layer and ML have a peak near 1000 eV.

3.2 Simulated Inspection of Extrusion Defects and Effect of Image Processing

Figure 4 shows the simulated PEM image with defects. In the case of 50 electrons per pixel, hp 64-nm L/S patterns could be resolved, but only the 64-nm bridge defect could be identified. On the other hand, smaller defects became identifiable as the current density increased. Figure 5 shows the difference image between a simulated PEM image with defects and without any defect after image processing for enhancing defect signal in the case of 3000 electrons per pixel with a landing energy of 1000 eV.

Fig. 3 Experimental secondary electron emission coefficient (SEEC) difference (which was calculated by subtracting SEEC of ML from that of the absorber layer), as a function of landing energy.

Fig. 4 Simulated projection electron microscope (PEM) images with extrusion defects in the cases of (a) 50, (b) 500, and (c) 3000 electrons per pixel with a landing energy of 1000 eV.

Fig. 5 The difference image defined as the difference between simulated PEM images with defects and without defects before image processing. The inspection conditions were (a) 50, (b) 500, and (c) 3000 electrons per pixel with the landing energy of 1000 eV.

Fig. 6 Simulated PEM images (a) with extrusion defects and (b) without any defect after image processing for enhancing defect signal in the case of 3000 electrons per pixel with a landing energy of 1000 eV.
In the case of 50 electrons per pixel, there appeared no defect signal with peak intensity 10 times higher than that of the standard deviation ($10\sigma$). On the other hand, in the case of 500 and 3000 electrons per pixel, a 64-nm bridge defect with intensity higher than $10\sigma$ was observed. Although the smaller defect could also be identified, the signal intensity was less than $10\sigma$. This result shows that the 64-nm bridge defect was detected as the current density increased. It also indicates that image processing for enhancing defect signal is needed to detect the smaller sized defects. To detect the smaller sized defects, image processing operations were applied to the simulated image. The smoothed images, both with and without defects, were obtained after image processing, as shown in Fig. 6. Figure 7 shows the enhanced difference image between the simulated PEM image with defects and that without defects after image processing. These figures clearly show that the defect signals were successfully enhanced. It should be noted that the 16-nm defect was detected in the case of 3000 electrons per pixel. This result indicates that the

Fig. 7 Enhanced difference image between simulated PEM image with and without defects after the image processing. The inspection conditions were (a) 50, (b) 500, and (c) 3000 electrons per pixel with a landing energy of 1000 eV.

Fig. 8 Dependence of extrusion defects image with 3000 electrons per pixel on the landing energy. The landing energy was (a) 50 eV, (b) 250 eV, (c) 500 eV, (d) 1000 eV, and (e) 3000 eV.

Fig. 9 The extrusion defect signal intensity as a function of landing energy with 3000 electrons per pixel.
optimization of current density and the image processing techniques are essential for defect detection. To optimize the inspection condition, the landing energy was varied from 50 to 3000 eV. The influence of the landing energy on the defect detection is shown in Fig. 8. This result clearly shows that the landing energy also greatly influenced the sensitivity of defect detection. Figure 9 shows the peak intensity of the extrusion defect signal as a function of landing energy. The defect signal reached a maximum value at the landing energy of 1000 eV in each size of the defects. This tendency is in a good agreement with the experimentally obtained SEEC difference between the absorber layer and ML, as shown in Fig. 3. This result validates the results of simulation. It should be noted that all defects were detected with more than $10\sigma$.

3.3 Simulated Inspection of Intrusion Defects

Figure 10 shows the difference image between simulated PEM image with intrusion defects and that without any defect after image processing. It should be noted that the 16-nm intrusion defect was detected in the cases of 250, 500, and 1000 eV. A defect of this size can be detected only with 1000 eV in the case of an extrusion defect. Figure 11 shows the intrusion defect signal intensity as a function of landing energy. The landing energy with a maximum value of the defect signal was shifted to lower energy as the defect size decreased. The defect signal reached a maximum value at 1000 eV in a 64-nm defect, but in a 16-nm defect it reached a maximum value at 250 eV. This phenomenon can be explained by the yield curves of the mask materials and the elevation angle of the defect, as shown in Fig. 12. In the case of an intrusion defect, because the aspect ratio of the smaller defect becomes higher, the elevation angle of the defect becomes narrower as defect size gets smaller.
Therefore, signal from the bottom of the intrusion defect becomes weaker. On the other hand, the signal around the defect generated from the absorber layer does not change even if the defect size becomes smaller. As a result, the defect signal curve corresponds to the yield curve of the absorber layer as shown in Fig. 2 when the defect size is comparatively large. And when the defect size is comparatively large, this behavior then corresponds to the curve of SEEC difference as shown in Fig. 3.

4 Summary and Conclusions

The inspection sensitivity of extrusion and intrusion defects on hp 64-nm L/S patterned EUV mask was investigated using simulated PEM image. The optimization of current density and the image processing techniques were essential for defect detection. The extrusion defect with 16 nm in size was detected in the case of an image with 3000 electrons per pixel by enhancing the signal using image processing. The landing energy also greatly influenced the detection of a defect. The extrusion defect signal reached a maximum value at a landing energy of 1000 eV in each size of the defects. This tendency is in good agreement with the experimentally obtained SEEC difference between absorber layer and ML. On the other hand, in the case of an intrusion defect, the landing energy with a maximum value of the defect signal shifted to lower energy as the defect size decreased. The defect signal reached a maximum value at 1000 eV in 64-nm defect but in 16-nm defect the signal reached a maximum value at 250 eV. This phenomenon can be explained using yield curves of the mask materials and the elevation angle of the defects. These results suggest that PEM technique has a potential to detect 16-nm-size defects on an hp 64-nm patterned EUV mask.
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