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Abstract. Optical techniques have gained substantial interest over the past four decades for biomedical imaging
due to their unique advantages, which may suggest their use as alternatives to conventional methodologies.
Several optical techniques have been successfully adapted to clinical practice and biomedical research to mon-
itor tissue structure and function in both humans and animal models. This paper reviews the analysis of the
optical properties of brain tissue in the wavelength range between 500 and 1000 nm by three different diffuse
optical reflectance methods: spatially modulated illumination, orthogonal diffuse light spectroscopy, and dual-
wavelength laser speckle imaging, to monitor changes in brain tissue morphology, chromophore content, and
metabolism following head injury. After induction of closed head injury upon anesthetized mice by weight-drop
method, significant changes in hemoglobin oxygen saturation, blood flow, and metabolism were readily detect-
ible by all three optical setups, up to 1 h post-trauma. Furthermore, the experimental results clearly demonstrate
the feasibility and reliability of the three methodologies, and the differences between the system performances
and capabilities are also discussed. The long-term goal of this line of study is to combine these optical systems to
study brain pathophysiology in high spatiotemporal resolution using additional models of brain trauma. Such
combined use of complementary algorithms should fill the gaps in each system’s capabilities, toward the devel-
opment of a noninvasive, quantitative tool to expand our knowledge of the principles underlying brain function
following trauma, and to monitor the efficacy of therapeutic interventions in the clinic. © 2016 Society of Photo-Optical

Instrumentation Engineers (SPIE) [DOI: 10.1117/1.NPh.3.2.025003]
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1 Introduction
The last several decades have witnessed the development of
numerous optical techniques for biomedical diagnosis and mon-
itoring of therapy.1–3 These techniques offer several advantages
over the traditional nonoptical methods, such as computed
tomography, positron emission tomography, magnetic reso-
nance imaging, and so on. Prominently, optical techniques
are set apart by their simple structure, lower cost, and ease
of handling. Furthermore, optical modalities are both portable
and free from the adverse effects of ionizing radiation, enabling
their use repeatedly at the patient’s bedside, for frequent or even
continuous monitoring of patients’ vital parameters.

All near-infrared (NIR, 650 to 1000 nm) optical imaging sys-
tems that monitor hemodynamic parameters of biological tissue
such as hemoglobin concentration and oxygen saturation levels,
as well as structural changes in tissue, obtain measurements
indirectly from the tissue’s absorption and scattering coeffi-
cients of diffuse reflected (or transmitted) light.4–9 Thus,
dynamic changes in the physiological properties of tissue
can be detected via changes in these optical coefficients.
Technically, the tissue is illuminated either by a laser or by a
white light source, such as a light-emitting diode, resulting in

diffusely reflected (or transmitted) light, which is captured by
a camera or detector(s). Thus, an inverse model of light propa-
gation relates the collected signal to optical properties of tissue
to extract absorption and reduced scattering coefficients.10–14

Using a wavelength-dependent linear-square fit of absorption
coefficient values and the Beer-Lambert law, the concentrations
of individual chromophores (hemoglobin, lipids, water, and
others) can be calculated,15,16 while structural variation of tissue
can be derived from the scattering coefficients (amplitude and
power) by Mie theory.17

The current array of studies demonstrates the use of three differ-
ent optical systems as diagnostic assays to investigate the patho-
physiological processes involved in focal traumatic brain injury
(TBI). Normal brain function depends upon the delivery of oxygen,
glucose, nutrients, and upon clearance of metabolism by-prod-
ucts.18 Following brain injury, both of these mechanisms are
altered. Most importantly, there is a disruption in cellular respira-
tion, leading to altered cellular and extracellular osmolarity,
increased lactate levels and lowered extracellular pH, abnormal
glutamate signaling (excitotoxicity), ATP depletion, and so
on.19,20 In addition, increased intracranial pressure, brain herniation,
inflammation, and vascular compression occur.21–24 Overall, these
changes are reflected in hemodynamic and metabolic parameters,
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as well as in altered cellular morphology over time in brain tissue.
The optical properties of the same can be quantified using the Beer-
Lambert law and Mie scattering approximation. There are two
major types of TBI: penetrating (direct impact, such as a bullet
wound) and closed (indirect impact, such as that resulting from
a car accident).25–27 The latter injury causes two types of brain dam-
age: primary (skull fracture, contusions, hematomas, and nerve
damage) as well as secondary (brain swelling, epilepsy, intracranial
infection, raised intracranial pressure, and so on). Common to all
head injuries are excitotoxicity and oxidative stress mechanisms,
caused primarily by excessive glutamate neurotransmission, invok-
ing a cascade of pathophysiological events leading to brain edema,
increased intracranial pressure, and impaired cerebral perfusion
(decreased blood flow), resulting eventually in neuronal cell
death.28–30 The present research employed a model of a closed
head injury (CHI) induced by a weight-drop apparatus, well-estab-
lished to trigger a cascade of neurophysiological deficits and cell
death.31,32 CHI is usually caused by blows to the head, which cause
dynamic shifts of the brain within the skull, as in traffic accidents,
falls, and assaults. In this type of trauma, the skull and dura mater
remain intact, but oxygen delivery, metabolism, and the levels of
glucose and other nutrients are severely altered, leading to neuronal
damage.33 In the clinic, accurate monitoring of the dynamic
changes in brain hemodynamics and metabolism following head
trauma is invaluable for injury prognosis and for planning of opti-
mal treatment.

The three optical systems used in this work to quantify the
changes in brain tissue chromophores, morphology, blood flow,
and metabolism in the first critical hour of CHI in intact mice
heads are NIR structured light illumination (a.k.a. spatially
modulated illumination), orthogonal diffuse light spectroscopy,
and dual-wavelength laser speckle imaging (DW-LSI). Each
instrument array employs a different mode of operation and
data analysis to derive brain tissue properties, as reviewed in
Sec. 2. Section 3 reviews the experimental results and their inter-
pretation in order to illustrate the effectiveness of these setups,
with Sec. 4 concluding this review.

2 Methods and Materials

2.1 Ethics Statement

Animal housing, care, and experimental procedures described
below were reviewed and approved by the Institutional
Animal Care and Use Committee of Ariel University, and
was in compliance with the NIH/USDA guidelines for care
and handling of laboratory animals.

2.2 Animal Preparation

A total of 25 mice (imprinting control region mouse, ∼12 weeks
old, ∼40 g purchased from Harlan Laboratories, Jerusalem,
Israel) were used in the research: 5 for the NIR structured
light instrument and 10 for each of the other two optical instru-
ments. The mice were housed in a research animal facility main-
tained at 22� 2°C and relative humidity of ∼50%, placed under
a 12-h reverse light/dark cycle with free access to food and
water. Each animal was intravenously anesthetized with a mix-
ture of ketamine (80 mg∕kg), xylazine (20 mg∕kg), and saline
(NaCl, 0.9%). The depth of anesthesia was sufficient to elimi-
nate foot withdrawal to pinch, corneal reflex, or vibrissal move-
ments. After the mouse was anesthetized, it was immobilized in
an in-house-made head mount, scalp hair was carefully removed

using a human hair removing lotion, and a sponge was inserted
underneath the chin. Animals respired spontaneously, and their
core body temperatures were monitored continuously during the
experiment with rectal temperature probes (yellow springs
instrument company) inserted ∼2 cm into the rectum. Arterial
oxygen saturation (SpO2), heart rate, and respiratory rate
were monitored by oximeter (Nonin 8600) connected to the
forelimb throughout the experiments. All mice were kept in
their colony room until the day of the experiment.

2.3 Brain Injury Model

For the induction of brain injury, we used the weight-drop tech-
nique in which a 50 gr cylindrical metallic rod is released from a
height of ∼90 cm above the mouse head along a metal tube
positioned such that the weight strikes the mouse’s scalp
between the anterior coronal suture (bregma) and posterior coro-
nal suture (lambda). This rodent model of CHI closely mimics
real-life focal head trauma and does not produce apparent struc-
tural damage to the brain.34 Baseline reflectance measurements
were obtained prior to induction of injury, after which the mouse
was removed and placed under the weight-drop device orthogo-
nal to the point of impact. Thus, each mouse served as its
own control, decreasing the number of animals required.
Immediately after injury, the mouse was returned to the optical
setup and the effects of injury were studied 1 h post-trauma. The
animals remained anesthetized during the entire experiment and
mice were culled in a CO2 chamber at experiment termination.
Experiments were conducted successfully and no significant
painful symptoms were observed.

2.4 Instruments Description

In this section, we briefly describe the three optical setups used
for obtaining optical properties and hemodynamics of brain tis-
sue pre- and postinjury. Each instrument has its own operation
and capabilities, substantially affecting its performance and
resolution.

2.4.1 Spatially modulated illumination

Spatially modulated illumination features high spatiotemporal
resolution and is able to control optical sampling depth (optical
sectioning).35 Over recent decades, several studies have described
the instrumentation of spatially modulated illumination and its
use in noncontact and scan-free imaging in a variety of biomedi-
cal applications36–42 and in the clinic.43 Spatially modulated illu-
mination is a multispectral wide-field imaging modality that
utilizes NIR periodic illumination patterns with sinusoidal
frequencies of up to 0.5 mm−1 to separately derive and spatially
map the absolute values of the optical properties of tissue, i.e.,
absorption (μa) and reduced light scattering (μ 0

s) coefficients of
turbid media. This separation (decoupling scattering from absorp-
tion) can be used to quantify the tissue’s chemical constituents
(related to light absorption) and structural properties (related to
light scattering). A schematic diagram of the system used in
the present study is presented in Fig. 1. The main components
of the system include a modified commercial digital light
projector (PLUS, U5-112) based digital micromirrors device, fil-
ter wheel (Thorlabs, FW102C) placed before the projector, a
CCD camera (Prosilica, GX1920, AVT), and computer station.
The entire setup is controlled by MATLAB® software
(MathWorks, Massachusetts). The wheel is equipped with six
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band-pass filters in the NIR region. At each wavelength, sinus-
oidal patterns are serially projected onto the head four times: three
times with the same spatial frequency (0.16 mm−1) with a phase
shift of 120 deg between three adjacent patterns and one more
illumination at zero spatial frequency (0 mm−1) without phase
shift (uniform wide-field illumination). These patterns are gener-
ated in the computer via MATLAB® software and are projected
sequentially on the scalp. The goal of the projector modification is
to obtain a small and adjustable illumination area with a stable,
high-intensity light source in the NIR region. The diffusely
reflected light is captured with a CCD camera, having a
resolution of 1936 ðhorizontalÞ × 1456 ðverticalÞ pixels (of
4.54 μm × 4.54 μm), mounted normal to the head surface, and
saved in TIFF format for offline processing and analysis using
MATLAB® software. CCD exposure time is automatically
adjusted for each sampled wavelength during the calibration proc-
ess. Image sets of each of the six wavelengths are then acquired at
low and high spatial frequencies of 0 and 0.16 mm−1, respec-
tively, to determine the absorption and reduced scattering coeffi-
cients. While higher spatial frequency patterns are primarily
sensitive to scattering changes but are insensitive to absorption,
the lower spatial frequency patterns are more sensitive to changes
in absorption but are insensitive to scattering.44,45 High spatial
frequency is analogous to a small source–detector separation,
while a large separation is equivalent to low spatial frequency.
Therefore, minimum measurements of two spatial frequencies,
low and high, can result in different sensitivities to absorption
and scattering. Thus, sampling with more spatial frequencies
and wavelengths will result in greater accuracy. By averaging
each scattering image at each wavelength, the scattering spectra
of brain tissue can be derived based on a simplified Mie scattering
theory via the power law equation in the form μ 0

sðλÞ ¼ Asλ
−sp,

where As is the scattering amplitude and sp is the scattering
power.46,47 Analyzing the spectra of scattered light at all wave-
lengths by fitting the scattering values to a power law function,
information regarding macroscopic cellular morphology can be

retrieved throughout the scattering magnitude (As) and power
(sp). In particular, sp (the slope of Mie scattering) is related to
the mean size of the tissue scatterers (cell membrane, nuclei, lyso-
somes, mitochondria, and other organelles in the tissue) and
defines spectral behavior of the reduced scattering coefficient,
while As is related to the density and distribution of scatterers.
Usually, in the NIR region, μ 0

sðλÞ ranged between 1.8 and
0.7 mm−1. Specifically, the value and sign of sp is frequently
used to differentiate tissue pathologies.48,49 Once the absorption
coefficient spectra is known [μaðλÞ] and combined with the wave-
length-dependent molar extinction coefficients εiðλÞ, metabolic
properties (Ci) like perfusion, oxygenation, and chemical content
(hemoglobin concentration, lipid, water, and so on) can be
derived by applying the least-squares solution to the Beer-
Lambert law, μaðλÞ ¼

P
iεiðλÞCi, as is commonly employed

in tissue optics.50,51 As mentioned above, imaging is commenced
before induction CHI to establish baseline chromophore concen-
trations and continued during and following experimental inter-
vention. Prior to data analysis, the collected diffuse image is
filtered to improve image quality. The calibration and validation
of this technique were described at length in Ref. 52 regarding a
flat homogenous tissue-mimicking phantom with known optical
properties.

2.4.2 Orthogonal near-infrared spectroscopy

The schematic layout of the orthogonal spectroscopic setup is
illustrated in Fig. 2(a). This configuration collected the diffuse
reflected light at two designated distances from the light source
in order to provide a quantitative assessment of the functional

Fig. 1 Schematic showing the spatially modulated NIR illumination
system.

Fig. 2 (a) Schematic showing the orthogonal NIR spectroscopy sys-
tem; (b) mode#1, reflection: scattering sensitivity; (c) mode#2, trans-
mission: absorption sensitivity. Computer simulations of photon
migration path distribution from source to detector for each mode
of operation are also presented.
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changes in sample tissue structure and composition. The system
features two broadband light sources, a bifurcated fiber optic
probe placed in direct contact with the scalp surface, a spectrom-
eter, and computer station with control software. The optical
fibers are connected to an x − y − z mechanical stage translation
for position control, and care was taken to ensure full contact
between the probes and scalp surface throughout the experiments.
Two broadband quartz-tungsten-halogen (QTH) lamp (IT, 9596-
ER) were used to provide a smooth continuum and time-stable
broadband spectral profile across the NIR region. The optical
fiber connected to this light source was placed above the right
ear. A fraction of the diffuse reflected light emanating from
the head surface was delivered to a portable spectrometer
(USB4000-VIS-NIR, Ocean Optics) with a spectral range of
∼350 to 1000 nm by a bifurcated fiber mounted perpendicular
to the scalp surface and hence orthogonal to the first light source
fiber. Although the spectral range of the spectrometer is wide,
wavelengths below 650 nmwere not included in the data process-
ing. The bifurcated fiber probe is composed of two branches: one
branch is connected to the second white light source (HL-2000-
FHSA-LL, Ocean Optics Inc.) and the other, for light collection,
to the spectrometer. The receiver fiber collects the diffuse
reflected light [RdðλÞ] in two operation modes—mode 1
[Fig. 2(b), light source#1=OFF, light source#2=ON]: source–
detector separation is SDS ¼ 0.4 mm [μ 0

sðλÞ ∼ RdðλÞ] and
mode 2 [Fig. 2(c), light source#1=ON, light source#2=OFF]:
SDS ≈ 13 mm [μaðλÞ ∼ −log10RdðλÞ]. Consequentially, mea-
surements from these two modes of operation result in both differ-
ent sensitivities to reduced scattering (mode 1) as well as
absorption coefficients (mode 2), which in turn enable us to inde-
pendently study the morphological conditions (via the power law)
or brain tissue chromophore concentration (via Beer’s law). Thus,
switching the illumination provided different spectroscopic sen-
sitivity, such that mode 1 (single-fiber probe) can detect single
scattered photons from a turbid media whose spectrum changes
with size, shape, and refraction index of scatterers. Computer sim-
ulations of light propagation from source to the detector for each
mode of operation are also presented in Figs. 2(b) and 2(c),
respectively. It is worthwhile to emphasize that the depth sam-
pling here can be tuned by merely positioning the ON/OFF
switch, rather than by adjusting probe geometry as required by
most diffuse reflectance spectroscopy systems.53–56 Also notewor-
thy is that once one of the light sources is operated (ON), the
second source is automatically blocked (OFF) and vice versa.
In this manner, we avoid any potential cross talk between the
two modes. The measured NIR diffuse reflectance spectra under-
went reflectance correction to compensate for the system’s spec-
tral response, fibers attenuation, instrument drift, and for the
detector’s own dark current. The calibration and validation of
this technique was detailed previously, based on reference tis-
sue-simulating phantom experiments with known optical
properties.57 In contrast to the above structured illumination tech-
nique, we use here 500 wavelengths, which dramatically increase
our spectral resolution and, therefore, the accuracy of the results.
This is currently achieved at the expense of the field of vision
imaged, since single-point measurements cannot provide spatial
information.

2.4.3 Dual-wavelength laser speckle imaging

DW-LSI combines laser speckle imaging and spectroscopic im-
aging into a single optical setup to probe cerebral hemodynamics
and metabolism in real time.58 Laser speckle imaging detects

dynamic blood flow changes within the medium by analyzing
the random interference patterns resulting from scattered laser
light with different path lengths.59,60 When a surface illuminated
by coherent light (i.e., laser) is imaged by a camera, a random
interference pattern known as a granule or speckle is formed.61

If the scattering particles, such as red blood cells, are in motion,
a time-varying speckle pattern is generated at each pixel of the
image.62 By analyzing the temporal and spatial intensity varia-
tions of this pattern, information about the movement can be
estimated.63,64 The speckle variations have been said to be
inversely related to the speed of the scattering elements. That
is, with single shot imaging, a flow map with a large field of
view and high spatiotemporal resolution is obtained. Various
applications based on this camera-based imaging concept have
been used to observe dynamic blood flow or tissue perfusion
in the near-surface such as in skin,65,66 retina,67,68 optic
nerve,69 mesentery,70 brain,71,72 stroke,73,74 hemorrhage,75 and
during human neurosurgery.76 Figure 3 provides a schematic con-
figuration of the DW-LSI setup. Compared to other related flow
techniques, this scan-free full-field imaging technique is relatively
low in cost, easy to implement and maintain, and operates at a
high spatiotemporal resolution. Technically, two coherent
beams from a diode laser operating at 530 and 660 nm, respec-
tively, are switched by optical chopper such that only one wave-
length is transmitted at any given time, preventing cross talk. We
chose to work with a wavelength of 530 nm since this represents
the isosbestic point at which oxy- and deoxyhemoglobin absorb
light equally. Thus, the 530 nm laser obtains total hemoglobin
concentration (THC), and changes in reflection at this wavelength
are proportional to THC or cerebral blood volume (CBV) and
cerebral blood flow (CBF), assuming that the concentration of
red blood cells (hematocrit) remains constant (CBV ∼ CBF).77

The 660 nm laser was selected to differentiate between oxy-
and deoxyhemoglobin based upon the gap between absorption
coefficients of the two parameters (μa−deoxyHB ≫ μa−oxyHB).

1,78–80

Although there are other brain constituents, such as lipids, water,
and so on, their absorption coefficients within those two

Fig. 3 Schematic showing the DW-LSI system.
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wavelengths are several orders of magnitude smaller than the
absorption coefficient for oxy- and deoxyhemoglobin (two dom-
inant absorbers). Each of the laser beams is collimated and
expanded by a lens system (not shown) into a uniform beam
and then oblique illuminated the region of interest such that
specular reflections do not affect the measurements. The diffuse
reflectance image from the head at each wavelength is recorded
by a 14-bit monochrome CCD camera (Guppy PRO F-031B,
Allied Vision Technologies) equipped with a macro zoom lens
(Computar, MLH10X, F5.6-32, Japan), positioned 16 cm
above the head whose F-number (f∕#) was set to meet the
Nyquist criterion (speckle size ≥2× camera pixel size) for
flow imaging.81 Speckle size (second-order statistic) is dependent
on the laser wavelength (λ), aperture size of the camera (f∕#), and
the magnification (M), given by d ¼ 2.44 · λ · ð1þMÞ f∕#.82
By controlling the f∕# of the lens, an optimal speckle size
can be chosen. Camera integration time was set to 10 ms in
order to optimize the contrast-to-noise ratio as well as sensitivity
to flow changes.83 Imaging acquisition, synchronization, and data
processing are achieved using in-house developed MATLAB®

routines. Before data analysis, the collected raw diffuse images
from 530 and 660 nm were saved in TIFF format and sorted
using MATLAB® software based on differences in gray levels
of each image. Next, these images were normalized to overcome
the nonlinearity of the camera quantum efficiency at the above
wavelengths, after which they were digitally filtered to remove
periodic noise due to heart beat and respiration and to eliminate
the high-frequency noise originating from the camera itself during
recording. After data collection and preprocessing, a sliding-win-
dow algorithm (7 × 7 pixel dimension) was applied to convert
each 660 nm raw laser speckle image (656 × 492 pixel dimen-
sion) to a speckle contrast image, Ks, (first-order statistic) quan-
tified by the ratio of the image’s standard deviation (σ) to its mean
gray-level intensity (μ) over the small window.84,85 During experi-
ments, 30 consecutive frames were averaged together into
one speckle contrast image. Assuming Lorentzian velocity distri-
bution, ðKsÞ2 is inversely proportional to the blood flow velocity
(motion of scattering particles), such that lower speed results in
higher KS and vice versa.

86–88 For instance, Ks is close to unity if
there is no movement within the medium. Concomitant to flow
measurements, temporal changes in concentrations of the brain
metabolism biomarkers oxyhemoglobin (ΔHbO2) and deoxyhe-
moglobin (ΔHbr) can be extracted from the diffuse reflectance
data by the Beer-Lambert method.89 Another indicator of cellular
metabolism of interest to the neuroscience community is cyto-
chrome-c-oxidase (CCO). The cerebral concentration of CCO
is about an order of magnitude less than HbO2 and Hbr, and
is thus easily masked by these latter chromophores. One strategy
to overcome this limitation is to use a series of wavelengths in
order to increase signal-to-noise ratio and to decrease cross
talk artifacts.90 In contrast to the two techniques mentioned in
Secs. 2.4.1 and 2.4.2, here we use only two wavelengths emanat-
ing from coherent sources, which decrease our spectral resolution
and accuracy. However, with this assay, we are able to map the
blood flow with higher spatiotemporal resolution than previously
achieved. For example, the blood flow monitoring with the
widely used laser Doppler flowmetry (LDF) is highly localized,
without spatial distribution information.91 On the other hand,
speckle contrast imaging does not provide depth specificity
(>cm) and flow velocity values in absolute units. In addition,
since first- and second-order statistics are used, the estimation

of speckle contrast is somewhat noisy, leading to reduced contrast
resolution.

2.4.4 System comparisons

As will be demonstrated in Sec. 3, while each method detects the
same profile of changes in brain physiology parameters, each
has its own advantages and disadvantages. Structured NIR illu-
mination is a wide-field, noncontact imaging platform able to
quantify and map separately optical properties as well as the
concentration of various chromophores at the resolution of indi-
vidual pixels. In addition, tomography (optical sectioning) can
be achieved by changing the spatial frequency. However, the
spectral and time resolutions are still limited. In addition, infor-
mation on blood flow or tissue perfusion cannot be achieved
directly. Furthermore, structured NIR is expensive in compari-
son to the other two setups. Orthogonal NIR spectroscopy uses
hundreds of separate wavelengths, which increases the spectral
resolution and the accuracy of results. It is able to separate the
absorption and scattering effects simply, without using multiple
sources and detectors or light propagation models in tissue.
Information is obtained regarding different chromophore param-
eters from deep within tissue, not merely from the surface.
Furthermore, this technique is low in cost in comparison to
the other two setups. However, this technique cannot provide
spatial information since it is a single-point measurement
method, and thus does not enable mapping of blood flow.
While the current setup requires contact with tissue, it can be
modified using lenses to be a noncontact modality. DW-LSI
is a wide-field, noncontact, and scan-free imaging platform
capable of simultaneous mapping of changes in blood flow,
hemodynamics, and metabolism using coherent light sources,
with high spatiotemporal resolution. This technique requires
no calibration and its data analysis is simple and straightfor-
ward. On the other hand, it provides insufficient information
regarding the optical properties (absorption and scattering)
and certain physiological parameters such as lipid and water
concentrations. The technique’s penetration depth is also some-
what limited; deep tissue blood flow and oxygenation measure-
ments are hard to get.

2.5 Statistical Analysis

The experimental results are presented as mean ± standard
error (μ� σ), and two-way analysis of variance was performed
to determine significant differences, with a p value <0.05 used
as the significance cutoff. Calculations were carried out using
MATLAB®’s Statistic Toolbox (MathWorks). It should be
noted that although the head is a complex structure containing
many tissue layers, in mice, these layers are very thin (skull
∼500 μm, brain <1 cm), therefore, we consider the head as a
homogenous medium. Hence, the results of the recovered prop-
erties represent the averaged values of a single volume.

3 Results and Discussion

3.1 Study#1: Spatially Near-Infrared Modulated
Illumination

Figure 4(a) shows bar graphs of the average and standard error
(SE) of both chromophore concentrations and scattering proper-
ties, averaged along 1 h postinjury in comparison to preinjury,
for five mice. CHI was found to have a significant impact on
HbO2 and StO2 following injury; both dropped during the
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observation period because of decrease in oxygen delivery to the
brain and decreased blood supply to the injured zone. Moreover,
this decrease reflects the acute effects of neurotrauma and the
hemodynamic response during the early minutes of injury.92–95

In contrast, an increase in Hbr is seen, which may relate to
increased capillary and venous blood stasis following injury.
Assuming constant hematocrit (RBC concentration) levels,
THC can serve as an indirect indicator of CBF. Reduced
CBF reflects changes in energy demand and metabolism in
the injured area, leading to disrupted oxygen balance and

secondary injury in the brain. Reduced CBF is consistent
with published data of alterations in CBF following TBI in
both humans and animal models.96,97 This reduced flow is
also supported by data provided by the third instrumentation
setup (Sec. 3.3). In contrast to other hemodynamic parameters,
tissue lipid levels do not change substantially during injury. In
general, variation in lipid concentrations may indicate the dys-
regulation of lipid metabolism within brain cells. Altered lipid
metabolism is believed to contribute to secondary brain injury,
which occurs following traumatic brain injury.98,99 The changes
in lipids following CHI are limited and will be the subject of our
future research. Unfortunately, water concentration is not pre-
sented by the NIR structured system, due to the low quantum
efficiency of the camera used at wavelength of 970 nm,
which yielded a poor signal-to-noise ratio. Nonetheless, water
level measurement is feasible utilizing a more highly powered
camera. Apart from this, changes of up to 10% in scattering
power (sp) from baseline were observed, attributed to cellular
swelling and edema. In all presented parameters, no return to
the baseline level was observed, emphasizing the critical condi-
tion of the brain during the acute postinjury phase. Figure 4(b)
presents a typical map (normalized) of oxygen saturation and
scattering power (the most significant parameters), demonstrat-
ing hemodynamics and tissue structure changes, respectively,
preinjury and 1 h postinjury from a representative mouse experi-
ment. The mean ± SE of entire images is outlined above each
panel. The effects of injury on brain tissue are clearly visible in
these maps. It should be noted that in the normalized scattering
map, the increased pixel intensity reflects decreased sp value
and vice versa. Averaging these maps reveals a decrease of
43 and 32% in tissue oxygen saturation and scattering power,
respectively. These maps demonstrate the instrumentation set-
up’s capability to provide profound insight regarding spatial
structural and hemodynamics variations of cerebral tissue fol-
lowing trauma. Overall, the changes we monitored reflect the
pathophysiologic state of the brain following CHI (damaged
blood vessels, altered CBF and physiology, neuronal cell
death, and so on) and reveal the potential of this biomedical plat-
form as an imaging tool to quantify changes in chromophore
concentrations and morphologic variations over time.

3.2 Study#2: Orthogonal Spectroscopy

The normalized reduced scattering spectra and absorption
coefficients of a representative mouse pre- and postinjury as
measured by both mode#1 and mode#2 of the spectroscopy
system are demonstrated in Figs. 5(a) and 5(b), respectively.
Variations in slope of the normalized scattering spectra over
time postinjury appear prominently in Fig. 5(a), reflecting
the changes in average particle size distribution (expansion
and shrinkage). Specifically, the reduction in slope can be
attributed to cellular and subcellular edema in response to
injury, as supported by increased water levels in Fig. 5(c).
The morphological changes are related to swelling of cellular
and subcellular structures, mitochondrial dysfunction, and
dendritic beading, all indicators of neuronal damage. Along
the same line, variation in the absorption spectra relative to
baseline [upper panel, Fig. 5(b)] highlights the changes in
hemodynamics following injury. In the upper panel of
Fig. 5(b), representing baseline measurements, no significant
fluctuations over time in absorption are observed, reflecting
measurement stability. A bar graph summarizing hemo-
dynamic and morphological properties of 10 mice is presented

Fig. 4 (a) Bar graph representing the average (n ¼ 5) hemodynamic
and morphologic magnitude over 1 h postinjury. Each bar represents
the average and standard error (std∕

p
n) of the mean. �p < 0.05; � �

p < 0.01 (paired t -test). (b) Spatiotemporal maps illustrating distribu-
tion of the normalized brain tissue oxygenation (up) and scattering
power (down), preinjury and 1 h postinjury. Each image map covers
an area of ∼3 × 3 mm2, which corresponds to 200 × 200 pixels, and
results in a spatial resolution of 0.015 mm/pixel. Color scale shows
normalized changes. Changes of 43 and 32% in oxygenation and
scattering power from baseline, respectively, are evident 1 h postin-
jury. Reduced StO2 indicates decreased oxygen delivery to the brain
and failure of cellular respiration. Increase in normalized sp map,
alternatively decrease in sp, implies an increase in average scattering
particle size (mitochondria, other cytoplasmic organelles, cell nuclei,
and so on)—cell swelling.
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Fig. 5 (a) Representative normalized reduced scattering spectra from 650 to 1000 nm following injury as
measured by mode#1 [Fig. 2(b)]. Variations in the slope after injury in contrast to baseline can be
explained by the changes in the average scattering particle size, attributed to swelling and shrinkage
of cellular and subcellular structures in response to injury. (b) Absorption coefficient spectra of the
same from 650 to 1000 nm before (up) and after (down) injury as measured by mode#2 [Fig. 2(c)].
The spectral behavior of the absorption across 1 h in the upper panel indicates stability of measurements,
while the variations shown in the lower panel indicate the changes in brain hemodynamics after injury.
The absorption coefficient spectrum is related to the level of hemoglobin, lipid, water, and other absorbing
agents, each with its unique extinction coefficients. (c) Bar graph demonstrates the average (n ¼ 10)
hemodynamic and morphologic magnitude during 1 h postinjury. Each bar represents the mean and
standard error (std∕

p
n) of the mean. �p < 0.05, � � p < 0.01 (paired t -test).
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in Fig. 5(c). Similar to Fig. 4(a), decreased HbO2, THC, and
StO2 were observed postinjury, together with Hbr elevation by
∼11%. Under decreased CBF (THC), brain cells undergo a
series of pathophysiologic changes further complicated by
the decreased oxygen supply, reflected in lowered StO2, lead-
ing to secondary injury. Reduced StO2 indicates decreased
oxygen delivery to the brain, encouraging anaerobic metabo-
lism, yielding lactic acid buildup and energy failure (ATP
depletion), which can lead to permanent brain damage, neuro-
logical disorders, reduced neuronal activity, or even death. Our
findings of water content variations after injury agree with
other studies.100–102 The increased water level we observed
is corroborated by the decreased slope of reduced scattering
[Fig. 5(a)], attributed to cellular swelling within brain struc-
tures. Water content variations after injury were also observed
in Ref. 103 (p. 5411, Group 2, Table 2) using the dry/wet
weight method. In this report, H2O concentrations of 78.08�
0.53% were observed 1 h after injury. In our experiments,
73.3� 5.1% water content was observed. This slight discrep-
ancy may be explained by the different setups and animal
strains employed, or by variation in experimental conditions,
although such discrepancies are considered minute in the bio-
logical context. Generally speaking, cerebral edema is swelling
of the brain that occurs when free water escapes from within
blood vessels in the brain into the brain tissue.104 It is divided
into three categories: vasogenic edema (VE), cytotoxic edema,
and interstitial edema.105 In all the three mentioned categories,
the outer surface of the brain experiences an expansion that
presses it against the inner surface of the skull followed by
(1) displacement of the CSF layer surrounding the brain and
(2) increased intracranial pressure.106,107 In our model of injury,
VE is assumed to be occurring. Generally speaking, VE is the
most common form of edema, and it is attributed to increased
blood vessel capillary permeability.104,108 In VE, the normally
tight cerebral endothelial cell junctions of capillaries are dis-
rupted, and fluid exudes into the interstices between cells.
From a tissue optics point of view, this will cause changes
in cerebral optical properties and in hemodynamics.
Specifically, brain swelling is accompanied by changes in
the concentrations of oxyhemoglobin, deoxyhemoglobin,
and water in brain tissue. These molecules absorb specific
wavelengths of light, which alter the absorption properties
of brain tissue. Along the same line, structural changes in
the brain will introduce changes in (1) density and distribution
of the scattering elements (cell membranes, organelle mem-
brane, cellular nuclei, lysosomes, and other intracellular organ-
elles, including the mitochondria), (2) refractive indices, and
(3) average scatterer size, which can be studied through the
scattering coefficient.

We wish to stress that in both systems, lipids are the only
constituent measures that remained near their preinjury values.
There is currently no consensus regarding alteration in lipid lev-
els following brain injury. We will further examine in future
studies the effect of focal TBI on lipids’ variation with larger
animal populations. Altogether, these results reflect the patho-
physiological state of the brain following trauma (damaged
blood vessels, altered CBF and physiology, neuronal cell
death, and so on) and strongly agree with other documented
studies. The current findings reveal the potential of spectroscopy
as a biomedical tool to quantify changes in chromophore con-
centrations and morphologic variations over time following
brain injury.

3.3 Study#3: Dual Speckle Imaging

The relative hemodynamic and metabolic responses measured
by the dual speckle approach, 1 h following injury are shown
in Fig. 6(a), while the representative velocity distribution
map, its corresponding pixel histogram profile, and three-
dimensional representation, at specific points of time before
(upper panels) and after (lower panels) injury are presented
in Fig. 6(b), highlighting reduction in blood flow and metabo-
lism at the onset of injury. In the maps, higher pixel values re-
present higher CBF velocity, which is inversely proportional to
ðKsÞ−2. Figure 6(a) displays clearly increased Hbr levels, along-
side decreased HbO2, reflecting postinjury hypoxia as detected
by the two previous systems. Elevated Hbr levels suggest the
development of secondary brain damage stemming from ische-
mia, a common occurrence postinjury.109–112 The decrease in
flow leads to disruption in oxygen balance, resulting in extrac-
ellular ion concentration irregularities, increased lactate levels,
decreased extracellular pH, and abnormal accumulation of glu-
tamate. Studies of CBF in severely head-injured patients show
that altered CBF is related to poor clinical outcome.113

Decreased blood flow following injury was also observed in
the raw reflectance images obtained at 530 nm (data not
shown). The combined real-time monitoring of blood flow
together with hemoglobin oxygenation provides insight to
brain metabolism activity. Taken together, the hemodynamics
and metabolism data hold clinical value for monitoring brain
injury. The reduced oxygen metabolism is supported by the
decreased cerebral metabolic rate of oxygen (rCMRO2), sug-
gesting mitochondrial dysfunction and reduced oxygen con-
sumption following injury. rCMRO2 is proportional to the
fractional changes in CBF, multiplied by that of Hbr, divided
by that of THC.114 CMRO2 measures the difference between
the rates at which oxygen flows in and out of a region of inves-
tigation. Studies have shown decreased CMRO2 postinjury to
indicate reduced electrocortical activity, such that CMRO2

may serve as a biomarker of cerebral ischemia.115 In Fig. 6(b),
each flow map covers an area of ∼10 × 10 mm2, corresponding
to 656 × 492 pixels, resulting in an average spatial resolution of
∼0.015 mm∕pixel. As shown, decreasing map contrast indicates
decreased blood flow over time. In addition, the histogram dis-
tribution indicates that pre- and postinjury states each possess a
characteristic peak value and distribution, which may also serve
as biomarkers of the brain’s pathophysiological state. By con-
verting the flow maps into histogram distributions or three-
dimensional representations during injury progression, addi-
tional insight to localized changes in the brain can be obtained
on a pixel level. To validate the monitoring of CBF by dual
speckle imaging, parallel measurements were taken with LDF
(Periflux, n ¼ 5), which confirmed the reduced CBF following
injury shown in Fig. 6(c). As demonstrated, CBF dropped by
more than 13%, indicating decreased oxygen delivery to the
brain accompanied by decreased cerebral perfusion, resulting
in failure of autoregulation mechanisms and a further sustained
decrease in CBF over time. In the final measurement point, a
simple model of hypoxic ischemia (following euthanasia)
was obtained, which causes a further decrease in an already lim-
ited blood supply leading to permanent neuronal damage and
finally death. Two major findings that can be summarized
from the above findings are that acute brain injury (1) modified
the hemodynamic response and (2) induced significant changes
in blood flow and metabolism. Overall, the three instruments
detected variations in chromophore concentrations and brain
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Fig. 6 (a) Magnitude changes in oxy- and deoxyhemoglobin, CBF, and cerebral metabolic rate during 1 h
postinjury of all experiments (n ¼ 10, average ± SE of the mean). (b) Representative flow distribution map,
profiling blood flow along the horizontal dashed line, with corresponding flow histogram, and three-dimensional
plot of flow map before (top) and after (bottom) injury. Each contrast map covers an area of ∼10 × 10 mm2,
corresponding to 656 × 492 pixels, resulting in an average spatial resolution of ∼0.015 mm∕pixel. The ver-
tical axis in each histogram reflects the number of counts in each bin and the solid curve in the histogram is a
Gaussian fit with appropriate mean and standard deviation. Statistically significant differences highlight the
impact of injury upon CBF. H, high flow; L, low flow. (c) Flow measured by LDF (Periflux) at three time points:
baseline, 1 h postinjury, and 10 min after euthanasia (n ¼ 5 for each bar). Each data point is presented as
mean ± SE (std∕

p
n); �p < 0.05, � � p < 0.01, � � �p < 0.001 (paired t -test).
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metabolism following head injury in strong agreement with
that known from other methods, highlighting the effectiveness
of these approaches for intrinsic signal imaging and
spectroscopy.

4 Conclusion
In the above findings, three different optical apparatuses—spa-
tially modulated NIR illumination, orthogonal diffuse light
spectroscopy, and DW-LSI—successfully assessed changes in
the brain’s physiological parameters during the first critical
hour following focal traumatic brain injury. Despite their differ-
ing modes of operation, each method detected the same profile
of changes in a battery of brain physiology parameters, includ-
ing decreased hemoglobin oxygen saturation level, CBF and rate
of cellular metabolism, as well as changes in brain structural
features. These results accurately reflect the pathophysiology
of the brain following trauma, as known from a range of conven-
tional methods. Taken together, this study demonstrates the
great potential of these systems as noninvasive, quantitative
tools for monitoring brain hemodynamics and metabolism fol-
lowing injury at the bedside or in the field. Since each of the
three systems possesses its own unique benefits and limitations,
we suggest future study of a multimodal approach combining
complementary imaging methods for their further optimization.
Moreover, the implementation of longer wavelengths in the
spectral range of 1000 to 2000 nm, known as short-wave infra-
red (SWIR),116 will be considered in this proposed combined
system. This region holds an important advantage for spectros-
copy and imaging purposes: within this range, scattering is
attenuated monotonically, leading to increased transparency
of photons within the tissue and hence improved penetration
depth.117,118 In addition, SWIR includes more absorption
peaks, thereby adding additional information and hence
improved sensitivity for various chromophores such as proteins,
water, collagen, lipids, and so on.116,119,120
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