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Abstract. The growing interest in the applications of digital holography
interferometry has led to an increasing demand for reliable phase unwrap-
ping techniques. In digital holography, the phase carries three-dimen-
sional surface information about the object. However, phase mapping
is ambiguous as the extracted phase is returned in a form that suffers
from 2π phase jumps. Furthermore, the presence of noise in the measured
data, in which many singular points (SP) are found, often makes general
phase unwrapping algorithms fail to produce accurate unwrapped results.
Therefore, it is necessary to use a powerful phase unwrapping method to
recover the desired smooth phase surface. For this reason, we developed
a phase unwrapping algorithm that is applicable to digital hologram maps.
The developed algorithm solves the singularity problem caused by SPs as
a result of compensating its effect by using rotational and direct compen-
sators. We show a difference in performance between our developed
phase unwrapping algorithm and other well known phase unwrapping
methods for digital holographic data. In addition, the methods to extract
phase information of the object from hologram maps are also investigated.
Results show that the developed algorithm gives satisfactory unwrapped
results with low computational time cost. © The Authors. Published by SPIE under a
Creative Commons Attribution 3.0 Unported License. Distribution or reproduction of this work in
whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10
.1117/1.OE.52.10.101910]
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1 Introduction
Many techniques allow the measurement of physical proper-
ties based on the retrieval of phase information encoded in an
interference pattern. Techniques such as profilometric1,2 and
interferometric3,4 methods measure mechanical properties
(e.g., train or deformation) of materials. In the current
paper, we focus on digital holography interferometry tech-
niques.5 Digital holography is a technology of obtaining
and processing holographic measurement data, typically
via a charge-coupled diode (CCD) camera or a similar
device. However, a major problem with digital holography
and other interferometric techniques,6 which recover phase
information, is that the reconstructed phase is mathemati-
cally limited to the interval ð−π; π�. In general, the true
phase may range over an interval larger than 2π, which
implies that the obtained phase may contain discontinuities.
Therefore, unwrapping these discontinuities in the phase is
required. Phase unwrapping is a technique of finding the true
phase values on the assumption that the unwrapped phase
map is a continuous surface. However, the process of
phase unwrapping cannot avoid complexity due to a number
of serious issues. For example, the presence of noise or sin-
gular points (SP), e.g., rising from regions of low fringe con-
trast in the hologram, is a primary concern for effective
unwrapping of the reconstructed phase. Noise impedes the
ability to judge the existence of a phase jump, while SPs
mean that the unwrapped phase will be path-dependent.

Although various methods to estimate a correct unwrapped
phase map have been proposed, they can be divided into three

categories. The first category contains algorithms based on
following the paths.7–14 These methods search for SPs, then
pair these SPs by placing branch cuts. By examining the
branch cuts and determining if any appear to be placed poorly
or if any isolate a region, it can be determined whether or not
the paths can be followed to retrieve the phase maps, as well as
whether these methods succeed or fail. The second category
includes methods which use the least-squares approach.15–21

These algorithms use the same idea of minimization of dis-
crete gradients difference squares as used in the leased-squares
approach. These differences are taken between the wrapped
phase gradients and supposed unwrapped phase gradients.
Algorithms based on spreading singularity22–25 are also clas-
sified into the same category of least-square methods since
they spread the singularity like the least-square methods
do. In terms of accuracy, the method using localized compen-
sator (LC)25 is superior to the other methods. However, it has a
major disadvantage of computational cost since this method
has a high time cost to produce its unwrapped results. The
last category is denoising-unwrapping methods.26–29 This
type of methods performs phase map denoising to remove
noise from wrapped phase by using a filtering process. The
filtering process is sometimes applied before the unwrapping
process such as windowed Fourier transform method,26 or it is
applied simultaneously with the unwrapping process such as
dynamic filter method.27,28 These methods can reduce the
noise within the original spatial resolution. However, they
have a minimum signal-to-noise (S/N) ratio for the wrapped
phase data in which these methods start to fail to obtain
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accurate unwrapped phase result. In addition, the unwrapped
results of these methods are highly depending on the relaxa-
tion parameter, which can control the cut-off frequency of the
filter.

Based on the above discussion, existing phase unwrap-
ping methods suffer from various problems that can affect
the time cost and the accuracy of unwrapped results.
Therefore, investigation into and improvement upon existing
unwrapping methods are needed. In this paper, an effective
and fast phase unwrapping algorithm is presented to be a
powerful tool in digital holography measurements. It was
found that the distribution of SP dipole distances shows
that there are many dipole pairs a short distance apart.10

According to this finding, we have introduced a new tech-
nique to compensate the singularities at adjoining SP pairs,
which is a direct compensator (DC).24 The RCþ DC
method uses DCs for adjoining SP pairs, and rotational
compensators (RC)23 for other SPs. By applying our algo-
rithm, the phase inconsistency is canceled, and then we
can unwrap the phase data simply by summing the phase
differences between neighboring pixels. Furthermore, in the
fringe analysis of digital holographic measurement, we need
to remove the effect of background phase modulation. There
are two ways to eliminate background fringe from the mea-
sured data. In this paper, we present these ways to extract the
phase information about the object in hologram maps.

The paper is organized as follows. Section 2 presents the
basic principles about experimental setup system of digital
holography and phase measurement. Moreover, Sec. 2 intro-
duces phase singularity and unwrapping. In addition, meth-
ods to extract phase information about the object from
hologram maps are also shown. Section 3 reviews a descrip-
tion of the developed phase unwrapping algorithm based on
singularity compensation for the holographic measurements.
Meanwhile, Sec. 4 gives a performance comparison of the
studied methods for the measurement of hologram data
and the object extraction methods. Lastly, a conclusion of
this paper is drawn in Sec. 5.

2 Phase Measurement and Object Extraction for
Digital Holographic Data

2.1 Basic Principles of a Digital Holography System

Holography is a method of recording the phase modulation
from the light reflected or transmitted from a projected object
to screen in the form of an interference pattern. The optical
setup of a holographic system is shown in Fig 1. For record-
ing a digital hologram, light from a laser is divided by a beam

splitter into beams, one for object illumination and another
for reference. The object beam illuminates the object, and the
illuminating light is scattered back by the object toward the
detector, where it forms an image of the object on a CCD
camera. A hologram is a fringe pattern formed on the CCD
as a result of the interference between the reference beam, R,
and the object beam, O. The intensity recorded on the CCD
is given by

Iðx; yÞ ¼ jRj2 þ jOj2 þ R�Oþ RO�; (1)

where R� andO� denote the complex conjugates of R andO,
respectively.

The last two terms of Eq. (1) contain information about
the amplitude and the phase of the object. To retrieve the
phase information, two techniques are partly used in digital
holography. One is the phase shift interferometry,30–32 in
which several fringe patterns are recorded by varying the
known phase shift introduced to one of the beams in the
interferometer system. The other one is spatial filtering
for the hologram using the Fourier transform method.33,34

The Fourier transform method requires only one fringe pat-
tern; however, the high frequency part of spectrum in the
Fourier domain cannot be used. Fortunately, in cases where
the object is heated gas, the fringe patterns do not have high
frequency components.35 For this reason, we apply the
Fourier transform method to extract phase data in our experi-
ment.23 A schematic diagram describing the use of the
Fourier transform method is shown in Fig. 2. In the figure,
the Fourier spectrum, Îðkx; kyÞ, shows a symmetrical distri-
bution of the origin. The ÎFðkx; kyÞ is the filtered spectrum in
which the zero-frequency component and one of the sym-
metrical distributions are eliminated. The center of gravity
of the filtered spectrum can be also obtained. There is a prob-
lem in the filtering of the spectrum, namely that we normally
cannot determine which nonzero spectrum should be elim-
inated. However, even when the eliminated term is incorrect,
the sign of the phase modulation is only inverted. Therefore,
if we know the sign of the phase modulation, we can deter-
mine it after the phase unwrapping. After filtering and
inverse Fourier transformation, the complex amplitude of
the wave front is obtained. From the complex digitalized

Fig. 1 A schematic diagram of an experimental setup system of the
digital hologram measurement.

Fig. 2 Procedure for calculating the phase from a digital hologram: FT
Fourier transformation, FT−1 inverse Fourier transformation. The
Iðx; yÞ is a fringe pattern for interferometric data. The Îðkx ; ky Þ
shows Fourier spectrum of the fringe pattern. The F ðkx ; ky Þ shows
the filtering function. The ÎF ðkx ; ky Þ shows the filtered spectrum.
The WfΦðx; yÞg is the wrapped phase modulation.
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amplitude, the phase of the wave front is calculated by the
relation

Ψðx; yÞ ¼ arctan
Im½Oðx; yÞ�
Re½Oðx; yÞ� ; (2)

where Re and Im denote the real and the imaginary parts,
respectively. Ψðx; yÞ denotes the estimated phase obtained
from the evaluation of the digital holograms, and it is a
wrapped phase ranged in the interval from −π to π.

2.2 SPs and Phase Unwrapping

Amajor problem with digital holography and other interfero-
metric techniques that recover phase information is that the
reconstructed phase is mathematically limited to the interval
ð−π; π�. Therefore, an unwrapping process is needed to
apply. Phase unwrapping is the process of retrieving the
absolute phase data from its wrapped phase. In general,
phase unwrapping is an ill-posed problem. Hence, the
existing noise during measurements or phase discontinuities
resulting in SPs makes the process to recover unambiguous
phase data more complicated. However, certain assumptions
of underlying process can solve the phase unwrapping
problem. The most common assumption is that the true
unwrapped phase data changes slowly enough to make
the phase difference values of neighboring points within
one half cycle (π radian), which means jΔΦij ¼
jΦiþ1 −Φij < π. The relationship between the wrapped
phase, Ψi, and the unwrapped phase, Φi, can be stated as

Ψi ¼ W½Φi� ¼ Φi − Int

�
Φi

2π

�
2π; −π < Ψi ≤ π; (3)

where W½ � is the wrapping operator and Int½ � means a func-
tion that returns the nearest integer.

The two-dimensional (2D) phase map consists of a
sequence of horizontal and vertical segments joined at
their adjacent points. SPs are defined as the local inconsis-
tencies in the phase map, and they mark the beginning and
the end of 2π discontinuities. To calculate the SPs, a closed
path was applied which had four segments (i ¼ 0; : : : ; 3)
starting in every point defined by the corners of a 2 × 2
square. These SPs are identified when the summation of
the wrapped phase gradient, ∇̂Ψi, along the closed path in
the clockwise direction have nonzero value, as follows:

X3
i¼0

∇̂Ψi ¼ 2πS; (4)

where S is the residue of SP. SP can be found when the value
of S in Eq. (4) isþ1 or −1. The SP is called a positive residue
when S is þ1; otherwise, it is called a negative residue when
S is −1. Basically, SPs appear as a dipole, which are pairs of
SPs with the opposite sign. However, some isolated SPs or
SPs of dipoles with long distances, which are called monop-
oles, may appear near the boundaries of the phase map
because the measurement domain is finite. This can lead
to that the numbers of positive SPs and negative SPs in
the measurement area are different. Monopoles spread errors
throughout the entire measurement area.23 Thus, the difficult
problems in phase unwrapping process are, how to deal with

the SPs, and to process their singularities in the phase data, in
Sec. 3, we try to solve these problems.

2.3 Phase Extraction Methods of Object Information
from Holograms

In the holographic measurement system, two fringe patterns
should be measured to produce information on an object by
using a similar setup to the experiment shown in Fig. 1. First,
a fringe pattern was obtained for the existence of an object.
This fringe is referred as an object fringe and it is a super-
posed result of the object light passing through the object
upon the reference light. The other fringe pattern is measured
for background, which is the result of the same system but
without an object. To compute the information about the
object, the background fringe from the measured data
needs to be eliminated. There are two methods to extract
the phase shift caused by the object from the measured
data, and these methods depend on the time of excluding
the background. Figure 3 explains schematic diagrams to
compute the phase shift of an object from experimental
data. The first method was the pre-rejection of background
data by subtracting the unwrapped phase of background data
obtained without the existence of the object, from the
wrapped phase data obtained with the existence of the object.
Then the phase difference was unwrapped to get the
unwrapped phase shift result, as shown in Fig. 3(a).
Meanwhile the other method, the post-rejection of back-
ground data was carried out, as illustrated in Fig. 3(b). In
this method, the phase difference is computed by excluding
the unwrapped background phase data from the unwrapped
phase of the object. Section 4 examines the effect of the
extraction methods on the unwrapped results of the phase
shift caused by the object for digital hologram maps.

3 Phase Unwrapping Based on Rotational and
Direct Compensation

3.1 Basic Concept of Compensator

Phase unwrapping is an essential process of removing incon-
sistencies by local neighborhood tests and corrections to

ψobj
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Fig. 3 The way of an object extraction from experimental data:
(a) pre-rejection of background. (b) Post-rejection of background.
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produce continuous phase maps. In order to solve inconsis-
tencies caused by SPs, we have presented our proposed algo-
rithm based on compensating the phase singularities to
cancel their effect.24 The idea of singularities compensation
to remove their effect in the phase map was proposed before,
in the singular-spreading phase unwrapping (SSPU)
method22 and in methods using a RC23 or a LC.25

However, these methods compensate the singularities in dif-
ferent ways. The SSPU method requires an iteration process
to compute the compensators. On the other hand, the RC
method can compute the compensator through superposing
the effect of each SP by adding an integral of isotropic sin-
gular function along any loop. Meanwhile, the LC method
regularizes the inconsistencies only in a local areas, which
are clusters, around the SPs by integrating the solution of
Poisson’s equation for each cluster to compute the compen-
sators. In terms of accuracy, the method using LC25 is supe-
rior to the other methods. Despite this, LC method has the
major disadvantage of computational cost since this method
requires a long time to generate cluster groups and to com-
pute the compensators. The RCþ DC algorithm similarly
compensates the inconsistencies and confines the effect of
each one in a local region. The main issues which determine
the behavior of the algorithm are similar to RC method.23

However, the way of computing the compensators for adjoin-
ing SPs pairs in the RCþ DC method is different from
in RC.

The RC method uses local phase information to compen-
sate the singularity parts of phase map caused by existence of
SPs. The RC method is based on three techniques: an RC,
unconstrained singular point (USP) positioning and virtual
singular points (VSP). The RC technique acts to compensate
the singularity of each SP for all unwrapping paths. The USP
provides freedom to adjust the SP positioning in order to
improve the accuracy of compensation. Since it can make
some dipoles of SPs that have shorter distances than the
pixel size, the undesired longer effect of the compensator
is suppressed.23 The VSPs with an opposite sign of the iso-
lated SPs are put outside the measurement area, so that these
VSPs and the isolated SPs make dipoles. Thus, the error
caused by the existence of isolated SPs may be reduced,
and the effect of the compensator is confined in local narrow
regions around SPs. However, the RC method has a draw-
back of an undesired phase error because the RC should
be applied to the regular region with no SPs as well as to
the singular region. To reduce this error, we have applied
a new method for a SP dipole pair that has a short distance.

Every SP has a residue of �1, and a pair of two SPs with
different polarities is considered as a dipole. It was found that
the distribution of SP dipole distances shows that there are
many dipole pairs with short distances.10 Figure 4 shows a
distribution of dipole distances. It can be seen that many
dipoles are distributed around one pixel distance. Based
on this finding, we have proposed the RCþ DC method.
This algorithm reduces the drawbacks of the RC method,
which are high computational time cost and undesired
phase error due to its effect on the regular region. The pro-
posed method compensates the singularities of adjoining SP
pairs by adding a DC. Thus, the effect of each SP is confined
in a closer local region. If the distance between two SPs with
opposite polarity is one pixel, the DC can be applied. The
sum of the DC along the smallest path surrounding one

of the two SPs, which consists of four segments, equals
one cycle (2π radian). Furthermore, the sum of the DC
along the path surrounding both SPs must vanish. A solution
satisfying these conditions is obtained by setting the branch
cut. The branch cut is placed between the two SPs. When the
segment to unwrap crosses the branch cut, the sum of DC for
the two SPs is defined as one cycle. No DC is applied for the
other segments.

3.2 Description of the RC + DC Method

The RCþ DC method is coupling RC and DC methods to
compute the compensators depending on the SPs locations.
In other words, it uses DC as compensators for the adjoining
SP pairs, and uses RC to compute the compensators of non-
adjoining pairs. The adjoining pair is a dipole which consists
of two SPs with opposite signs, separated by one pixel hori-
zontally or vertically. Figure 5 shows the configuration of the
branch cuts placed between adjoining SPs in the phase map
and the concept of the direct compensation. Figure 5(a)
shows a case in which the branch cut is placed horizontally
between a pair of adjoining SPs, so that the DC will be added

 0
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C
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nt

Distance [pixel]

Fig. 4 Example of a dipole distance distribution. The dipole distance
is defined as the distance between one SP and the closest SP with
opposite polarity.

(a)

(b)

Fig. 5 The existence of the branch cuts between the adjoining singu-
lar points (SPs) and the concept of direct compensation (DC). Open
and filled squares represent positive and negative SPs, respectively.
The thick dashed line denotes the branch cut that connects two SPs of
opposite sign. Compensator position is denoted by thick arrows. The
thin arrows show the direction and distribution of compensators for the
segments of each SP. (a) The case where branch cut is placed hori-
zontally between adjoining SPs pair and DC position is vertical.
(b) The case where branch cut is placed vertically between adjoining
SPs pair and DC position is horizontal.
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to the vertical segment that crosses the short branch cut. In
contrast, Fig. 5(b) shows the case in which the branch cut is
placed vertically between the adjoining SPs and the DC is
added horizontally. The compensator value of the segment
is divided into two, and distributed through the two adjacent
loops, which contain adjoining SP pairs, as illustrated in
Fig. 5. The direction of the DC for the segment is based
on the position of each segment with respect to the location
of the tested SP. Therefore, the confinement of the DC effect
in a closer region around the SPs leads to the improvement in
the accuracy of the unwrapped phase results. When the seg-
ments are far from SPs, their DCs have zero value so that the
computation of DC is not needed. In contrast, the RC
requires computation for all segments. For this reason, the
computation time requirements of the RCþ DC algorithm
for computing total compensators will be reduced and the
accuracy of the unwrapped phase will be improved, as dis-
cussed in Sec. 4. After computing the total compensators for
each segment, the true unwrapped phase values can be
retrieved by summing the phase differences between the
adjoining pixels and the total compensators, as follows:

ΦM ¼ Φ0 þ
XM−1

i¼0

ð∇Ψi þ CiÞ; (5)

where Ci is the total compensator by DC and RC, which is
regularized the singularity of Ψi.

The steps of the RCþ DC algorithm can be summarized
as follows:

1. Calculate SPs in the wrapped phase map, as defined
in Eq. (4).

2. Append VSPs for the monopoles SPs, then analyze the
SP pairs. After that, define the adjoining SP pair
positions.

3. For each SP j,

a. If the j’th SP is one of the adjoining pair SPs: The
i’th segment position related to this SP is deter-
mined, then DC of this SP with respect to the
i’th segment, DCi

j, will be used, and then it will
be added to the total compensator of this segment,
Ci. The value of DCi

j is π and its sign is dependent
on the position of the segment with respect to the
location of the tested SP. Meanwhile, the other
computations of compensators for this j’th SP
respect to other segments are zero, therefore,
these computations will be skipped.

b. If the j’th SP is not related to any adjoining pairs:
RC, RCi

j, will be computed for this SP with respect
to each segment in the phase map. Then these val-
ues of compensators of this tested SP will be added
to the total compensators of each segment, Ci.

4. Finally, the unwrapped phase data can be retrieved by
adding the compensators, to wrapped phase
differences by using Eq. (5) where Ci is the total com-
pensator by DC and RC, which regularizes the singu-
larity of Ψi.

This description of direct compensation for adjoining SPs
pairs makes the RCþ DC algorithm simple and easy to

implement. It provides a fast and efficient way to unwrap
the phase map.

4 Results and Discussion
In this section, two examples of noisy wrapped phase maps
are presented. One is a simulated phase map where the true
phase is known to evaluate the accuracy of the compared
methods. The other is the experimental data obtained
with interferometer to demonstrate the performance of the
RCþ DC method for holographic data.

4.1 Computer Simulation Results

In order to demonstrate applicability of the RCþ DC algo-
rithm, a simulated noisy phase map which has Gaussian dis-
tribution shape is generated. This phase data has image size
of 100 × 100 pixels2 and the standard deviation of noise is
0.15 cycle. The original and wrapped phase data are shown
in Fig. 6(a) and 6(b), respectively. The wrapped phase data
has 675 SPs, and the numbers of positive and negative SPs
are 338 and 337, respectively. Their distribution map is
shown in Fig. 6(c). In addition, the unwrapped phase results
obtained by Goldstein et al.’s path-following method,7

Flynn’s minimum weighted discontinuity algorithm,11 the
least-square method with discrete cosine transform (LS-
DCT),21 and the RCþ DC algorithm are shown in Fig. 6(d),
6(e), 6(f), and 6(g), respectively. Also, the rewrapped phase
results of these algorithms are illustrated in Fig. 6(h), 6(i),
6(j), and 6(k). It is clear that Goldstein’s algorithm gives
poor accuracy in the unwrapped result. It can be also
observed that the rewrapped result of LS-DCT method is
not identical to the wrapped data. Compared to that, the
RCþ DC algorithm and Flynn’s method give satisfactory
results. In addition to this data, Table 1 presents a quantita-
tive comparison for the unwrapped results, in terms of
whether or not there are phase jumps in the unwrapped
results, and in terms of the standard deviation (σ) of the dif-
ference between the true phase and the unwrapped phase
obtained by each algorithm. It can be observed that there
are phase jumps in the unwrapped results obtained by
Goldstein et al.’s method, while the unwrapped results of
the other methods do not have phase jumps. In addition,
Table 1 shows that the smallest error in terms of σ is
found for Flynn’s result and is followed by the result of
the RCþ DC algorithm. The computation time required
for each algorithm to obtain the unwrapped results is also
shown in Table 1. The computational time for each phase
unwrapping algorithm is measured using a PC with Intel
Core 2 DUO CPU installed, with 2.13 GHz clock in a single
CPU operation mode. The computing language used to
implement the compared phase unwrapping algorithms is
C language. From Table 1, the highest time cost can be
found for Flynn’s method. The results in Fig. 6 and
Table 1 explain that the RCþ DC method gives an
unwrapped result with acceptable quality in both accuracy
and low computational time cost.

4.2 Experimental Results

The RCþ DC algorithm has also been tested experimentally
on a 2D wrapped phase map that resulted from the analysis
of real fringe pattern. The object of this experiment is the
temperature measurement of the heated gas (air) around a
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candle flame through measuring the phase shift caused by
the flame using a Mach–Zehnder interferometer.23 The
setup of the experiment is similar to the one shown in
Fig. 1. The fringe pattern obtained in existence of candle
is shown in Fig. 7(a); it is referred as object fringe. The
phase data has an image size of 256 × 170 pixels2 and num-
ber of SPs is 2532 (1267 positive SPs and 1265 negative
SPs). The wrapped phase data for the object and its corre-
sponding SPs distribution map are shown in Fig. 7(b) and
7(c), respectively. In this measurement, the exposure time
cannot be set long enough, because the flame varies in
time by convection flow around the flame itself. For this rea-
son, the exposure time is set to 1 ms. This setting cause two
problems: firstly, the fringe has low S/N; secondly, we can-
not apply the phase shift techniques30–32 that use several
fringes with different reference lights to obtain a wrapped

phase. Spatial filtering for the hologram using Fourier trans-
form method is hence applied to extract the phase informa-
tion, as shown in Fig. 2. In addition, the background phase
map in this experiment is obtained by fitting a planar func-
tion by using information from the wrapped phase data
extracted from the object fringe pattern. This information
is taken from the area where the object light did not pass
through the flame in the wrapped data.

To obtain the phase shift caused by the candle flame from
the measured data, two methods to eliminate background can
be applied, as shown in Fig. 3. Figures 8 and 9 show the
unwrapped and rewrapped results of the phase shift of the
candle flame depending on the extracting way of the object.
Figure 8 presents a comparison of the accuracy of the exam-
ined phase unwrapping algorithms’ results of the candle
flame for pre-rejection of the background way to extract
the object. Meanwhile, Fig. 9 shows the compared results
for the post-rejection way. From the figures, it can be
found that the unwrapped result of the Goldstein et al.

Fig. 6 A comparison of the unwrapped phase results for simulated phase data: (a) the original phase data, (b) the wrapped data, (c) the distribution
map of SPs, (d) unwrapped result by Goldstein et al. method, (e) unwrapped result by Flynn method, (f) unwrapped result by LS-DCT method,
(g) unwrapped result by the RCþ DCmethod, (h) rewrapped result by Goldstein et al. method, (i) rewrapped result by Flynn method, (j) rewrapped
result by LS-DCTmethod, (k) rewrapped result by the RCþ DCmethod. In (a), (b), and (d)–(k), the phase increases as the brightness increases. In
(c), the white and the black pixels show positive and negative SPs, respectively.

Table 1 Comparison of the accuracy of the unwrapped phase results
corresponding to the execution time cost for each algorithm.

Algorithm Name Phase Jump σ (cycle/pixel)
Required
Time (s)

Goldstein et al. Exists 0.33 0.08

Flynn Does not exist 0.08 12.00

LS-DCT Does not exist 0.35 0.15

RCþ DC Does not exist 0.14 0.48

Fig. 7 Experimental phase data of fringe pattern obtained by Mach–
Zehnder interferometer for candle flame. (a) The observed fringe pat-
tern with enhancement of contrast. (b) The wrapped data extract by
Fourier method. (c) SPs distribution map, positive and negative SPs
are represented by white and black dots, respectively.
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method causes phase jumps; however, the other three meth-
ods have no phase jumps. Although there is no phase jump in
the unwrapped results obtained by the LS-DCT method for
both ways (pre-rejection and post-rejection) of background,
its rewrapped results produced by both ways are different, as
shown in Figs. 8(c) and 9(c). This implies that the accuracy
of LS-DCT method remains in doubt. On the other hand, the
rewrapped phase results in both ways for object extraction,
which are pre-rejection and post-rejection, are quite similar
for both the Flynn method or the RCþ DC algorithm, as
shown in Figs. 8 and 9. Therefore, it can be said that
Goldstein et al.’s method and the LS-DCT method provide
inaccurate phase results. Meanwhile, the Flynn method and
the RCþ DC algorithm produce accurate results. However,
the unwrapped results of the examined algorithms are
affected by the manner of object extraction. It is understood
that in the way of post-rejection for the background,
Goldstein et al., Flynn and LS-DCT methods give better
results than the pre-rejection way does. The reason is that
the number of SPs from the wrapped phase data in post-
rejection way, which is 2532 for the studied unwrapping
algorithms, is smaller than its number of SPs in the pre-rejec-
tion way, which is 3046 for Goldstein et al’s method, 3208
for the Flynn algorithm and 2690 for the LS-DCT method. In
contrast, the unwrapped phase result obtained by the RCþ
DC method in the way of pre-rejection for the background is
better than its unwrapped result obtained in the post-rejection

way. This is due to that the ratio of adjoining pair of SPs for
the wrapped phase data in pre-rejection way, which is
70.41%, is larger than its ratio of 60.54% in post-rejection
way. This implies the benefit of the RCþ DC algorithm
which uses DC to compensate the singularities of adjoining
pair of SPs to reduce the unwrapping error.

In addition, the execution time required for each studied
algorithm to obtain the unwrapped results is also evaluated. It
is found that the highest time cost for producing the
unwrapped results in the both ways of object extraction
are belongs to the Flynn method, which is 736.60 s in the
pre-rejection way and 450.90 s in the post-rejection way.
In the meantime, the execution time of the RCþ DC algo-
rithm to obtain its unwrapped result for both ways of the
object extraction showed better performance than the
Flynn method, being 8.84 s in pre-rejection way and
8.85 s in post-rejection way. Hence, it can be concluded
from the above discussion that the RCþ DC method
gives results of acceptable quality with low computational
time costs.

5 Conclusion
We have presented a phase unwrapping algorithm for digital
hologram measurements. The RCþ DC method is coupling
the RC method and the DC method. DC compensates the
singularity of adjoining pair SPs that are connected by
branch cut. The compensator along the segment that crosses
the branch cut is just 2π. The performances of our developed

Fig. 8 A comparison of the accuracy of the examined phase unwrap-
ping algorithms’ results of candle flame for pre-rejection of back-
ground way to extract the object. The left column shows the
unwrapped phase results. The right column shows the rewrapped
phase results. (a) results obtained by Goldstein et al. method,
(b) results obtained by Flynn method, (c) results obtained by LS-
DCT method, and (d) results obtained by the RCþ DC method.

Fig. 9 A comparison of the accuracy of the examined phase unwrap-
ping algorithms’ results of candle flame for post-rejection of back-
ground way to extract the object. The left column shows the
unwrapped phase results. The right column shows the rewrapped
phase results. (a) results obtained by Goldstein et al. method,
(b) results obtained by Flynn method, (c) results obtained by LS-
DCT method, and (d) results obtained by the RCþ DC method.
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phase unwrapping algorithm and of other existing phase
unwrapping methods for digital holographic data are com-
pared. In addition, the methods to extract phase information
about the object from hologram maps are also investigated.
The results show that the RCþ DC algorithm gives results
with acceptable quality and with low computational time
costs compared to the existing methods.

Acknowledgments
This research was supported by Japan Society for the
Promotion of Scientific Research (c), 24560216, 2013.

References

1. F. Chen, M. Brown, and M. Song, “Overview of three-dimensional
shape measurement using optical methods,” Opt. Eng. 39(1), 10–22
(2000).

2. P. Rae et al., “Measurement of dynamic large-strain deformation maps
using an automated fine grid technique,” Opt. Lasers Eng. 31(2),
113–122 (1999).

3. T. Tsuruta, N. Shiotake, and Y. Itoh, “Hologram interferometry using
two reference beams,” Jpn. J. Appl. Phys. 7(9), 1092–1100 (1968).

4. M. Hipp et al., “Digital evaluation of interferograms,” Measurement
36(1), 53–66 (2004).

5. L. Aiello et al., “Green’s formulation for robust phase unwrapping in
digital holography,” Opt. Lasers Eng. 45(6), 750–755 (2007).

6. R. Vandenhouten and R. Grebe, “Phase reconstruction and unwrapping
from holographic interferograms of partially absorbent phase objects,”
Appl. Opt. 34(8), 1401–1406 (1995).

7. R. M. Goldstein, H. A. Zebker, and C. L. Werner, “Satellite radar inter-
ferometry: two-dimensional phase unwrapping,” Radio Sci. 23(4),
713–720 (1988).

8. J. M. Huntley, “Noise-immune phase unwrapping algorithm,” Appl.
Opt. 28(16), 3268–3270 (1989).

9. J. R. Buckland, J. M. Huntley, and S. R. E. Turner, “Unwrapping noisy
phase maps by use of a minimum-cost-matching algorithm,” Appl. Opt.
34(23), 5100–5108 (1995).

10. R. Cusack, J. M. Huntley, and H. T. Goldrein, “Improved noise-immune
phase-unwrapping algorithm,” Appl. Opt. 34(5), 781–789 (1995).

11. T. J. Flynn, “Two-dimensional phase unwrapping with minimum
weighted discontinuity,” J. Opt. Soc. Am. A 14(10), 2692–2701 (1997).

12. M. Costantine, “A novel phase unwrapping method based on network
programming,” IEEE Trans. Geosci. Remote Sens. 36(3), 813–821
(1998).

13. B. Gutmann and H. Weber, “Phase unwrapping with the branch-cut
method: clustering of discontinuity sources and reverse simulated
annealing,” Appl. Opt. 38(26), 5577–5593 (1999).

14. S.A. Karout et al., “Two-dimensional phase unwrapping using a hybrid
genetic algorithm,” Appl. Opt. 46(5), 730–743 (2007).

15. D. L. Fried, “Least-square fitting a wave-front distortion estimate to an
array of phase-difference measurements,” J. Opt. Soc. Am. 67(3),
370–375 (1977).

16. R. H. Hudgin, “Wave-front reconstruction for compensated imaging,”
J. Opt. Soc. Am. 67(3), 375–378 (1977).

17. B. R. Hunt, “Matrix formulation of the reconstruction of phase values
from phase differences,” J. Opt. Soc. Am. 69(3), 393–399 (1979).

18. H. Takajo and T. Takahashi, “Least-squares phase estimation from the
phase difference,” J. Opt. Soc. Am. A 5(3), 416–425 (1988).

19. H. Takajo and T. Takahashi, “Noniterative method for obtaining
the exact solution for the normal equation in least-squares phase
estimation from the phase difference,” J. Opt. Soc. Am. A 5(11),
1818–1827 (1988).

20. D. C. Ghiglia and L. A. Romero, “Direct phase estimation from phase
differences using fast elliptic partial differential equation solvers,”
Opt. Lett. 14(20), 1107–1109 (1989).

21. D. C. Ghiglia and L. A. Romero, “Robust two-dimensional weighted
and unweighted phase unwrapping that uses fast transforms and itera-
tive methods,” J. Opt. Soc. Am. A 11(1), 107–117 (1994).

22. R. Yamaki and A. Hirose, “Singularity-spreading phase unwrapping,”
IEEE Trans. Geosci. Remote Sens. 45(10), 3240–3251 (2007).

23. S. Tomioka et al., “Phase unwrapping for noisy phase maps using rota-
tional compensator with virtual singular points,” Appl. Opt. 49(25),
4735–4745 (2010).

24. S. Heshmat, S. Tomioka, and S. Nishiyama, “Reliable phase unwrap-
ping algorithm based on rotational and direct compensators,” Appl. Opt.
50(33), 6225–6233 (2011).

25. S. Tomioka and S. Nishiyama, “Phase unwrapping for noisy phase maps
using localized compensator,” Appl. Opt. 51(21), 4984–4994 (2012).

26. Q. Kemao, W. Gao, and H. Wang, “Windowed Fourier-filtered and
quality-guided phase-unwrapping algorithm,” Appl. Opt. 47(29),
5408–5428 (2008).

27. J. C. Estrada, M. Servin, and J. A. Quiroga, “Noise robust linear
dynamic system for phase unwrapping and smoothing,” Opt. Expr.
19(6), 5126–5133 (2011).

28. M. A. Navarro et al., “Fast two-dimensional simultaneous phase
unwrapping and low-pass filtering,” Opt. Express 20(3), 2556–2561
(2012).

29. J. C. Estrada et al., “Windowed phase unwrapping using a first-order
dynamic system following iso-phase contours,” Appl. Opt. 51(31),
7549–7553 (2012).

30. J. H. Bruning et al., “Digital wavefront measuring interferometer
for testing optical surfaces and lenses,” Appl. Opt. 13(11), 2693–2703
(1974).

31. B. Breuckmann and W. Thieme, “Computer-aided analysis of holo-
graphic interferograms using the phase-shift method,” Appl. Opt.
24(14), 2145–2149 (1985).

32. K. E. Perry, Jr. and J. McKelvie, “A comparison of phase shifting and
Fourier methods in the analysis of discontinuous fringe patterns,”
Opt. Lasers Eng. 19(4–5), 269–284 (1993).

33. M. Takeda, H. Ina, and S. Kobayashi, “Fourier-transform method of
fringe-pattern analysis for computer-based topography and interferom-
etry,” J. Opt. Soc. Am. 72(1), 156–160 (1982).

34. E. Cuche, P. Marquet, and C. Depeursinge, “Spatial filtering for zero-
order and twin-image elimination in digital off-axis holography,”
Appl. Opt. 39(23), 4070–4075 (2000).

35. S. Tomioka and S. Nishiyama “Nondestructive three-dimensional meas-
urement of gas temperature distribution by phase tomography,”
Proc. SPIE 8296, 829617 (2012).

Samia Heshmat received her MEng degree
in quantum science engineering from the
Graduate School of Engineering, Hokkaido
University, in 2010. She joined the Faculty
of Engineering, at Aswan University in
2005. At Aswan University, she worked as
a teaching assistant for undergraduate stu-
dents and conducted research on image
processing. Currently, she is a doctoral stu-
dent in the Division of Quantum Science
and Engineering, Graduate School of Engi-

neering, Hokkaido University. Her current research interests include
image processing, phase unwrapping, interferometry data.

Satoshi Tomioka is an associate professor
at Hokkaido University. He received his
BEng, MEng, and DrEng degrees in the
field of nuclear engineering from Hokkaido
University, Sapporo, Japan, in 1986, 1988,
and 1996, respectively. His current research
interests include plasma diagnostics, boun-
dary element method for electro-magnetic
field, genetic algorithm, three-dimensional
measurement of refractive index distribution.

Shusuke Nishiyama received his BEng
degree in nuclear engineering from the
Department of Engineering, Hokkaido Uni-
versity, Sapporo, Japan, in 1994, and his
MEng degree in nuclear engineering and
his DrEng degree in quantum energy engi-
neering from the Graduate School of Engi-
neering, Hokkaido University, in 1996 and
2000, respectively. He is currently an assis-
tant professor at the Division of Quantum Sci-
ence and Engineering, Graduate school of

Engineering, Hokkaido University. His research interests include
plasma diagnostics and numerical analysis of electromagnetic field.

Optical Engineering 101910-8 October 2013/Vol. 52(10)

Heshmat, Tomioka, and Nishiyama: Phase extraction and unwrapping using rotational and direct compensators. . .

http://dx.doi.org/10.1117/1.602438
http://dx.doi.org/10.1016/S0143-8166(99)00003-2
http://dx.doi.org/10.1143/JJAP.7.1092
http://dx.doi.org/10.1016/j.measurement.2004.04.003
http://dx.doi.org/10.1016/j.optlaseng.2006.10.002
http://dx.doi.org/10.1364/AO.34.001401
http://dx.doi.org/10.1029/RS023i004p00713
http://dx.doi.org/10.1364/AO.28.003268
http://dx.doi.org/10.1364/AO.28.003268
http://dx.doi.org/10.1364/AO.34.005100
http://dx.doi.org/10.1364/AO.34.000781
http://dx.doi.org/10.1364/JOSAA.14.002692
http://dx.doi.org/10.1109/36.673674
http://dx.doi.org/10.1364/AO.38.005577
http://dx.doi.org/10.1364/AO.46.000730
http://dx.doi.org/10.1364/JOSA.67.000370
http://dx.doi.org/10.1364/JOSA.67.000375
http://dx.doi.org/10.1364/JOSA.69.000393
http://dx.doi.org/10.1364/JOSAA.5.000416
http://dx.doi.org/10.1364/JOSAA.5.001818
http://dx.doi.org/10.1364/OL.14.001107
http://dx.doi.org/10.1364/JOSAA.11.000107
http://dx.doi.org/10.1109/TGRS.2007.906973
http://dx.doi.org/10.1364/AO.49.004735
http://dx.doi.org/10.1364/AO.50.006225
http://dx.doi.org/10.1364/AO.51.004984
http://dx.doi.org/10.1364/AO.47.005408
http://dx.doi.org/10.1364/OE.19.005126
http://dx.doi.org/10.1364/OE.20.002556
http://dx.doi.org/10.1364/AO.51.007549
http://dx.doi.org/10.1364/AO.13.002693
http://dx.doi.org/10.1364/AO.24.002145
http://dx.doi.org/10.1016/0143-8166(93)90068-V
http://dx.doi.org/10.1364/JOSA.72.000156
http://dx.doi.org/10.1364/AO.39.004070
http://dx.doi.org/10.1117/12.908322

