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ABSTRACT
This paper presents an overview of recent developments on predictive simulation of guided wave structural health monitoring (SHM) with piezoelectric wafer active sensor (PWAS) transducers. The predictive simulation methodology is based on the hybrid global local (HGL) concept which allows fast analytical simulation in the undamaged global field and finite element method (FEM) simulation in the local field around and including the damage. The paper reviews the main results obtained in this area by researchers of the Laboratory for Active Materials and Smart Structures (LAMSS) at the University of South Carolina, USA. After thematic introduction and research motivation, the paper covers four main topics: (i) presentation of the HGL analysis; (ii) analytical simulation in 1D and 2D; (iii) scatter field generation; (iv) HGL examples. The paper ends with summary, discussion, and suggestions for future work.
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1 INTRODUCTION
1.1 Background and Motivation
Structural health monitoring (SHM) sets forth to determine the health of a structure by monitoring a set of structural sensors. The SHM system registers if a damaging event has occurred, localizes and quantifies the structural damages, and monitors the damage progression over time (Figure 1). By assessing the remaining useful life (RUL), the SHM system may advise on the need for structural actions, such as repairs or load reduction. At present, SHM is seen as an complement to existing nondestructive evaluation (NDE) practices. Built-in SHM system capable of detecting and quantifying damage would increase the operational safety and reliability, reduce the number of unscheduled repairs, and bring down overall maintenance costs.

Figure 1: The SHM steps from damage detection to remaining useful life (RUL) estimation [1]
1.2 SHM Methods

SHM methods can be either vibration based [2] [3]; or wave based [4] [5] [6]. Wave-based SHM (aka, acousto-ultrasonics) works in both passive and active modes. It is able to capture the waves produced by a damaging event (passive sensor diagnosis, PSD [4]) as well as characterize the damage through diagnostic-wave interrogation (active sensor diagnosis, ASD [4]). The structural waves are generated and captured with small piezoelectric wafer transducers adhesively bonded to the structure [7] [8] [9]. We call these transducers *piezoelectric wafer active sensors* (PWAS) [10]. This approach has been successful in emulating the guided-wave NDE methods (pitch-catch, pulse-echo, phased array [10] [11] [12] [13] [14] [15] [16]) as well as in developing new techniques such as the electromechanical (E/M) impedance spectroscopy (EMIS) [17] [18] [19] [20].

1.3 Multi-site Fatigue Damage; Widespread Fatigue Damage (WFD)

Metal fatigue is a natural phenomenon in the aircraft practice. The light-weight requirements of aircraft design are such that all aircraft are subjected to metal fatigue sooner or later. Aircraft structural integrity programs based on periodic NDE inspections exist to ensure that aircraft operation is safe and reliable. Nonetheless, surprises appear: a fatigue issue that has produced several near-accidents (Aloha Airlines 1988 in-flight decompression [21], Southwest Airlines 2009 and 2011 rapid decompression [22] [23], etc.) is that of multi-site fatigue damage aka widespread fatigue damage (WFD) [24]. The WFD phenomenon appears in mechanically-fastened splice joints (Figure 2a). What happens is that cracks emanating from adjacent rivet holes are joining together to produce ‘unzipping’ of the splice joint (Figure 2b).

![Figure 2](image-url)

**Figure 2** Widespread fatigue damage (WFD) example: (a) structural splice with multiple fastener holes and cracks prone to WFD; (b) photo of actual WFD phenomenon observed on a row of rivets in an aircraft splice joint [24].
1.4 Early Detection and Prevention of WFD

The WFD phenomenon is related to butterfly cracks emanating from the fastener holes (Figure 2b). As shown in Figure 3, a hole placed in a stress field creates stress concentration sites on its sides. These stress concentration sites facilitate the lateral growth of fatigue cracks. Due to their symmetric arrangement lateral from a rivet hole these fatigue cracks are known as ‘rivet-hole butterfly cracks’ (Figure 3). The rivet-hole butterfly cracks must be detected early, i.e., before they reach the size where the WFD may happen.

Figure 3 Butterfly cracks growing from the stress concentration on the sides of rivet hole [62].

1.5 How could SHM Detect Rivet Hole Butterfly Cracks and Prevent WFD?

Figure 4a presents a conceptual representation of how PWAS transmitter (T) and receiver (R) transducers could be used to detect the presence of rivet hole butterfly cracks and monitor their growth. The PWAS transmitter pings with a tone burst; the resulting wave packet is scattered by the rivet hole; the scattered field is detected by the PWAS receivers, including the transmitter PWAS which acts in dual mode and now has become a receiver. However, the detection of the butterfly crack is not straightforward because the received signal has multiple packets in it which may partially overlap. The packets in the received signal may be due to:

(a) scatter from the hole itself; a clean “pristine” hole is nonetheless a scatterer with its own scatter pattern. The scatter due to the butterfly crack is superposed on top of the scatter from the clean hole

(b) reflection from the splice joint edge; this reflection could be normal of oblique depending on the relative arrangement of the transmitter and receiver. Though the edge reflection is expected to arrive later than the hole scatter, it may still be difficult to separate in the signal.

One way to deal with this situation is through the differential signal method. In this case, one has at one’s disposal a stored signal representing the pristine structure with no cracks. By subtracting the ‘pristine’ signal from the ‘damage’ signal, one could obtain that component of the signal which is due only to the scatter from the damage. Such an exercise is illustrated in Figure 4b which shows that the reflection from a rivet-hole crack can be separated out quite adequately under laboratory conditions.

1.6 Variability and Uncertainty Effects in Processing SHM Data

Although the signal differential method has promise, its practical implementation in SHM work may encounter considerable difficulties due to variability and uncertainty factors. These confounding effects may occur in design, manufacturing, maintenance, repairs, modifications, usage, etc. Since it is known that variability is stochastic in nature [25], boundary scatter/reflection effects may vary stochastically for one structure to another. Variability in what we measure and how we measure leads to uncertainty in the conclusions we draw. External factors, such as environment and operating conditions, may affect the damage sensing capability of the SHM system. Experimental studies of these effects
have covered variation in temperature [25] [26] [27] [28] [29] [30] [31] [32] [33], operational loads [34], combinations thereof [35] [36], vibration [37], and boundary conditions [38]. Ref. [39] indicates that over 20 factors influence the SHM signal from a damage site when inspecting for fatigue cracks in multi-layered structures. Some compensation techniques have been attempted but only in simple cases [27] [32].

Figure 4 Conceptual representation of how PWAS transmitter (T) and receiver (R) transducers could be used to detect the presence of rivet-hole butterfly cracks and monitor their growth; (b) experimental results of crack detection with the signal differential approach [10], p. 894

Figure 5: Model-assisted SHM-system design methodology conceptualized as predictor-detector pair

1.7 The Robust SHM System
A robust SHM system is needed to overcome the variability and uncertainty challenges. Such a robust SHM system must have good sensitivity to damage presence and size while being virtually insensitive to variability and uncertainty confounding effects. Of course, such a robust SHM system does not yet exist. In order to achieve it, one needs an
appropriate SHM-system design methodology. We propose a model-assisted SHM-system design methodology as illustrated in Figure 5. Such an approach should combine numerical simulation, experimental validation, and statistical data processing. As shown in Figure 5, the SHM design process consists of two arms: the first arm is a predictor arm (forward problem), which generates the signal that the sensors would receive for a given excitation in a given structure under given ambient and loading conditions. The second arm is a detector arm (inverse problem) which would take as input the measured SHM signals and detect if damage exist and characterize its size and location. This inverse problem is the more difficult of the two: besides being ill-posed and possibly non-unique (different factors may produce same apparent signal changes) it is also heavily influenced by the confounding factors mentioned earlier. However, the synergistic pairing of the forward problem (predictor) and inverse problem (detector) indicated in Figure 5 may yield an optimized SHM system design that maximizes sensitivity to damage while minimizing sensitivity to the confounding factors (environment, load, boundaries, etc.)

1.8 What is it Needed?
In order for the robust SHM system design methodology described in Figure 5 to be achieved, one has to do a large number of design iterations for various combinations of damage types and sizes, loading cases, and ambient conditions. For each case, one would have to use the forward problem to generate a set of signals which would then be fed into the inverse-problem detector to produce a damage characterization outcome. On the one hand, it is apparent that doing the forward problem through actual experiments, thought technically possible, it would require extensive resources and thus become impractical. On the other hand, the approach would be more practical if the forward problem were done in simulation using an efficient but sufficiently accurate computational approach. The search for such an efficient and faithful predictor capable to capture the damage details with sufficient accuracy while being computationally rapid makes the object of the hybrid local approach (HGL) discussed in this paper.

1.9 The Layout of this Paper
The paper starts with a short review of the hybrid global local (HGL) approach. Then, the paper presents the methodology for analytical guided wave simulation in the global field in interaction with PWAS transmitters, PWAS receivers, and scatterers. Both 1D (straight crested) and 2D (circular crested) guided wave propagation situations are considered. This methodology includes multi-wave-mode interaction and mode-wave-tuning for finite-size PWAS transducers as well as PWAS impedance concepts that allow the analytical simulation of mechanical wave response as a result of an electrical input applied to the PWAS transmitter and, vice-versa, the electrical signal generated by a PWAS receiver in response to an incoming mechanical wave.

The paper continues with a presentation of the methodology for predicting the scatter field generated from the interaction between guided waves and damage. The concept of local FEM high-density high-accuracy meshing is presented. The framework for extracting the wave-damage interaction coefficients (WDIC) is presented for the fundamental A0, S0, SH0 modes. The local FEM region is extended to partially overlap with the global analytical region such that the scatter from an incoming guided wave can be captured and identified with the appropriate A0, S0, SH0 modes. Nonreflective boundaries (NRB) are used to prevent boundary reflections from the edges of the finite size FEM region.

The last part of the paper discusses examples such as the scatter of guided waves interacting with a crack in a 1D waveguide and the scatter from a rivet-hole butterfly crack in a 2D plate. It is shown that certain frequency-wave mode combinations may facilitate detection whereas others combinations may actually impede detection.

2 HYBRID GLOBAL LOCAL (HGL) ANALYSIS
The hybrid global local (HGL) concept can be traced back to Goetschel et al. [40] that used with different FEM mesh sizes and variable granularity to simulate the elastic bulk wave propagation in the global domain and the interaction of waves with scatterers in the local domain. Further developments of the bulk-waves HGL approach [41] [42] have culminated with the full-scale CIVA simulation package that has been used extensively in the nuclear industry [43] [44]. For NDE and SHM of thin-wall structures, as specific to aerospace applications, the guided-wave approach offer specific benefits over the bulk-wave approach. However, the multi-modal character of the guided waves makes such problems an order of magnitude more difficult than the bulk-wave problems. To address guided-wave NDE of aerospace structures, Mal and co-workers envisioned in the late 1990s [45] [46] [47] a combination of closed-form analytical solution in the global domain and FEM solution in the local domain to achieve an efficient simulation of guided wave propagation and interaction with damage in thin plates. Exact displacement continuity and traction balance were imposed at the boundary...
between the local FEM and global analytical domain through colocation or an equivalent approach. An HGL application to arbitrary waveguides using the semi analytical finite element (SAFE) method is described in ref. [48].

Figure 6: General 2D set-up for Hybrid Global-Local modeling of structural sensing.

Our LAMSS group extended the HGL approach to SHM applications using PWAS transducers. We were inspired by the 1990s seminal work of Chang and Mal [45] [46], but we had to substantially modify it in order to avoid the solution of the large over-determined set of complex equations at the global-local interface. In contrast with ref. [45] [46], we adopted a different approach that combines frequency-domain and time-domain solutions and uses a transition overlap between the local and global regions.

Our HGL methodology incorporates an analytical framework for guided wave propagation in the global region (called Wave Form Revealer or WFR) and a local FEM analysis with nonreflective boundaries (NRB) for the determination of the wave damage interaction coefficients (WDIC) [49] [51] [52].

In our approach, the guided waves are generated with a PWAS transmitter, scatter from a damage, and get picked up by a PWAS receiver (Figure 6). The travel from transmitter PWAS to the damage and from the damage to the receiver PWAS is modeled with analytical wave propagation formulae, whereas the interaction between the guided waves and the damage is done with FEM discretization [49]. As different from ref. [45] [47], the LAMSS approach to the HGL method is to replace the damage with a new guided wave source that generates the scatter field to be added to the analytical solution. The scatter field is defined in terms of wave damage interaction coefficients (WDIC) that are calculate through a local FEM analysis or by other methods.

3 ANALYTICAL GUIDED WAVE SIMULATION FOR STRAIGHT CRESTED AND CIRCULAR CRESTED GUIDED WAVES

The first step taken in our HGL approach was to build a simulation environment that allows for a fast and efficient modeling of the guided waves generation by a PWAS transmitter, their propagation throughout the thin-wall structure, and then their sensing by the PWAS receiver. This simulation environment and the associate graphical user interface (GUI) has come to be know as WaveForm Revealer (WFR) [50] [51].

Though the guided waves are elastodynamic phenomena, their generation is done under electric excitation through the converse piezoelectric effect in the PWAS transmitter, whereas their sensing in the PWAS receiver is done in the form of electric signals obtained through the direct piezoelectric effect in the PWAS transducer. Thus, the problem has a multi-physics character. In addition, the finite size of the PWAS transducers produces tuning effects, i.e., at various frequencies, various guided wave modes may be excited or sensed differently depending on the relative ratio between their wavelength and the PWAS size (see ref. [10], Chapter 11). Besides guided wave generation, propagation, and
reception, the WFR simulation environment allows for insertion of damage scatterers at user-defined locations through the use of complex-numbered WDIC values.

Two WFR GUIs have been developed, one for straight-crested guided waves (WFR-1D), the other for circular-crested guided waves (WFR-2D).

3.1 WFR-1D

The WFR-1D assumes straight-crested guided waves, hence the problem is \( \gamma \)-invariant and the wave propagation is 1D. The closed-form analytical solution of this multi-physics problem \([51][53]\) was coded in MATLAB. The resulting GUI WFR-1D is shown in Figure 7a. The spatial propagation solver is like a B-scan. Using the analytical procedure, we obtain the time domain waveform solution at various locations in the structure. Thus, the time domain waveform solution changes while propagating through the structure.

Figure 7: (a) WFR-1D GUI; (b) damage information platform; (c) guided wave spatial propagation solver
solutions of a sequence of points along the wave propagation path are obtained. If we select the sequence of solution points fine enough, a time-spatial domain solution of the wave field is obtained. The spatial solution of wave field at a particular instance in time is available as shown in Figure 7b. After the time-space solution of the wave field is obtained, one can also do the frequency-wavenumber analysis to see the wave components of the signal. These will be illustrated in the case studies discussed later in this paper.

3.2 WFR-2D

The WFR-2D assumes circular-crested guided waves, hence the solution involves Bessel and Hankel functions [53]. Figure 8a shows the WFR-2D main interface which calculates in real time the sensing signals as well as the dispersion curves and tuning curves. The parameter control panel allows users to modify the material properties, structural thickness, and transmitter-damage-sensing locations. The excitation control panel provides excitation waveform, frequency, and arbitrary excitation loading options. Users can also selectively choose the excited wave mode of interest. Figure 8b shows the damage information platform for inputting wave-damage interaction coefficients (WDICs). Figure 8c and Figure 8d show the sub-interfaces for loading S0 and A0 WDICs. The PWAS properties module allows users to define PWAS geometric and material properties (Figure 8e). The spatial propagation solver (Figure 8f) calculates the transient time-space domain wave field and produces a wavefield image that can identify the damage location like a conventional ultrasonic C-scan.

![WFR-2D GUI](image)

Figure 8: WFR-2D GUI: (a) WFR-2D main interface; (b) damage information platform; (c) S0 WDICs module; (d) A0 WDICs module; (e) T-PWAS properties module; (f) spatial propagation solver.

4 SCATTER FIELD SIMULATION

Two methods for predicting the scatter field generated by the interaction of guided waves and structural damage were explored. The first method consisted of a local FEM analysis in which nonreflective boundaries (NRB) are placed on the
extremities of the FEM mesh. Thus, the analysis can be performed as the damage inclusion was part of an infinite domain without unwanted reflections from the boundaries. This ensures that no standing waves are created and a pure scatter phenomenon is simulated. The second method consisted in developing an exact analytical solution of the scatter phenomenon using a series expansion onto all the propagating and nonpropagating guided wave modes present in the structure in the vicinity of the damage. Thus, the scatter field is generated analytically through a rapidly convergent series expansion that can be truncated to the desired accuracy.

![FEM analysis](image)

Figure 9: FEM analysis to determine wave damage interaction coefficients (WDIC) values: (a) overall view; (b) nonreflective boundary details; (c) extraction WDIC values
4.1 FEM with Nonreflective Boundaries
Shen and Giurgiuțiu [52] developed an NRB approach that effectively absorbs the Lamb waves at plate free edges. This concept takes into account the fact that Lamb waves result from the superposition of P and S waves that undergo multiple reflections at the top and bottom surfaces of the plate as well as at the plate end (Figure 9). Hence, the NRB must inhibit both the end reflections at the plate boundary as well as the top and bottom reflections in its near vicinity. In order to achieve this, viscous boundaries were added both at the plate end and on the top and bottom surfaces near the plate end; these latter viscous boundaries were smoothed out by adopting a gradually decreasing viscosity parameter from the plate end towards the inner region. The NRB FEM analysis is done in the frequency domain such that the WDICs are generated over a wide frequency band as needed to perform the convolution with the interrogative signal generated by the transmitter PWAS.

4.2 Analytical Scatter Field Generation with the CMEP Method
The real, imaginary, and complex roots (wavenumbers) of the Rayleigh-Lamb equation for symmetric and antisymmetric Lamb wave modes were extracted using an efficient complex root search algorithm [54]. Thus the wave field in the vicinity of the damage was expressed as a series-expansion superposition of propagating Lamb waves (real and complex wavenumbers) and evanescent Lamb waves (imaginary wavenumbers). This ensures proper representation of the wave-damage interaction phenomena, although only the non-attenuated propagating Lamb waves (real wavenumbers) would arrive at the receiver PWAS.

The participation factors of each of these complex waves were determined from a Galerkin solution of the boundary condition differential equations at the damage discontinuity. Fast convergence of the Galerkin approach was ensured by an appropriate vector projection which mimics the power flow expressions, i.e., the traction boundary conditions were projected onto the displacement field whereas the displacement conditions were projected onto the stress field. This approach was called complex mode expansion with vector projection (CMEP) [54] [55]. The CMEP method has been successfully applied to 1D problems such as scattering from notches and vertical cracks [56] as well as from horizontal cracks and disbonds [57]. The analytical generation of the scatter field WDIC was found to be orders of magnitude faster than the corresponding NRB FEM approach [54].

Figure 10: (a) real, (b) imaginary, and (c) complex roots of the Rayleigh-Lamb equation for $\nu = 0.33$

5 HGL EXAMPLES
Examples of how the HGL method can be applied to 1D and 2D problems are given next. The 1D problem considers the interaction between a straight crested wave and a notch parallel to the wavefront. A vertical crack may be simulated by a notch of vanishing width. The 2D problem considers the interaction between a circular wave front and a rivet hole experiencing a butterfly fatigue crack. Though the rivet hole itself is a wave scatterer, the presence of the butterfly crack adds additional scattering effects. By subtracting the scatter field of the hole from the scatter field of the hole with the butterfly crack, one obtains the scatter field attributable only to the butterfly crack.
5.1 1D Analysis of a Notch

Figure 11 shows a comparison between simulated and experimental signals resulting from a notch scatterer. The notch with a height $h = 2.5$ mm and a width $d = 0.25$ mm was machined as a long straight groove into a 3.17-mm thick 7075-T6 aluminum plate. A transmitter T-PWAS transducer was placed at 143.5 mm in front of the notch. A receiver R-PWAS transducer is placed on the other side of the notch. The wave propagation path between the T-PWAS and the R-PWAS is 303 mm. The T-PWAS is excited with a 3-count Hanning-windowed tone burst of center frequency varying from 50 kHz to 300 kHz [51]. The T-PWAS placed on top of the plate produces both S0 and A0 wave packets traveling with different group velocities. As these wave packets encounter the notch, transmission, reflection, and mode conversion took place. Two types of experiments were performed: (a) pulse-echo; (b) pitch catch. In the pulse-echo experiment, the T-PWAS transducer acts as both transmitter and receiver. In the pitch-catch case, the T-PWAS acts as transmitter whereas the R-PWAS acts as receiver.

Figure 11: Comparison between WFR simulations and experiments for Lamb waves interaction with a notch: (a) pulse-echo example at 95.5 kHz; (b) pitch-catch example at 150 kHz

Figure 11a shows a pulse-echo example performed with a 95.5 kHz excitation signal. The waveform shown in Figure 11a depicts first the excitation wave (direct wave) which has a large amplitude and hence has its upper and lower peaks chopped off. The other wave packets shown in Figure 11a are the reflected S0 packet, the reflected A0 packet, and the boundary reflections. The comparison between the WFR HGL simulation and experiment reveals that the agreement with experiment is slightly better for the S0 wave than for the A0 wave. In addition, one of the boundary reflection packets superposes over the tail of the reflected A0 packet thus impeding the direct comparison with WFR predictions.

Figure 11b depicts a pitch-catch example performed at 150 kHz. In this case, the agreement between WFR HGL simulation and experiments is easier to establish because the interference from the boundary reflections is less acute. Examination of Figure 11b reveals that the S0 wave packet is predicted almost perfectly whereas the A0 wave packed has some phase differences which may be caused by a slightly different wavespeed, possibly due to variation in the plate thickness within manufacturing tolerances. The tail of the experimental A0 wave package shows some additional wave activity which may be due boundary reflections.
5.2 2D Analysis of a Rivet Hole with Butterfly Crack

The analysis of the scatter from a rivet-hole butterfly crack was performed in steps. For each of the \( S_0 \) and \( A_0 \) modes, the analysis was first performed for only a rivet hole and then for a rivet hole with butterfly cracks. For each case, i.e., pristine and damaged, the complex scatter coefficients (WDIC) are determined at a number of frequencies of interest. Next, the “pristine” WDICs were subtracted from the “damaged” WDICs to get the WDICs specific to the damage alone (here, the damage is the butterfly crack). For illustration, Figure 12 presents a few results for the case of an incident \( S_0 \) Lamb wave at a number of frequencies up to 1000 kHz.

\[
C_{S_0}(\omega, \theta)
\]

![WDIC polar plots](image)

Figure 12: (a) WDIC directivity plots under various frequencies; (b) WDIC in the forward direction as a function of frequency.

Figure 12a shows the polar plot of the \( C_{S_0}(\omega, \theta) \) amplitude, which is the WDIC for the \( S_0 \)-wave component of the scatter field from an incident \( S_0 \) wave. It can be observed that the scattered wave field varies azimuthally with the angle \( \theta \) creating specific directivity in the polar plot. These polar plots vary dramatically with the frequency \( \omega \). In some cases, the forward and backward scatter lobes seem to be the strongest. (The forward direction, which is perpendicular onto the butterfly crack, is indicated by arrows in Figure 12a.) However, there are frequency values for which the forward direction seems not to be able to sense the scatter field, e.g., the 326 kHz frequency shown at the bottom of Figure 12a.

When plotting the forward scatter field vs. frequency, we observe peaks and valleys as indicated in Figure 12b. Examination of this plot indicates that an almost zero is achieved at 326 kHz, whereas a local maximum seems to appear at 482 kHz. Similar results were obtained for the \( A_0 \) incidence, but they will not be presented here for sake of brevity. For the same reason, mode conversion effects are also not presented.
Using this efficient approach, we studied the butterfly-crack problem (Figure 13a) and performed optimization studies to identify the optimum SHM setup. We found that certain interrogation frequencies strengthen the scatter from the butterfly-crack (e.g., ~482 kHz in Figure 13b) whereas others would have an opposite effect (e.g., ~330 kHz in Figure 13b). The optimal 482 kHz frequency gives very clear signals (Figure 13c). An experimental confirmation of this approach was presented in [10], p. 894 (Figure 13d).

![Figure 13](https://www.spiedigitallibrary.org/conference-proceedings-of-spie)

Using this efficient approach, we studied the butterfly-crack problem (Figure 13a) and performed optimization studies to identify the optimum SHM setup. We found that certain interrogation frequencies strengthen the scatter from the butterfly-crack (e.g., ~482 kHz in Figure 13b) whereas others would have an opposite effect (e.g., ~330 kHz in Figure 13b). The optimal 482 kHz frequency gives very clear signals (Figure 13c). An experimental confirmation of this approach was presented in [10], p. 894 (Figure 13d).

Since, the additional scatter field due only to the butterfly crack damage is frequency dependent, the possibility of an optimal interrogation frequency arises. Figure 13c shows how the large scatter field amplitude observed at 482 kHz could be instrumental in constructing an SHM interrogation system that can easily detect the butterfly crack. As shown in the bottom right plot of Figure 13c, the wave packet due to the butterfly crack alone is very strong indeed. Also noticed in Figure 12b is the fact that certain frequencies might be inappropriate for SHM use because the scatter field would be very small, e.g., the 326 kHz frequency for which the scatter field amplitude is almost zero. However, for other damage types, or for other butterfly crack orientations and interrogating wave modes, the best detection frequency may vary and other preferred frequencies may appear.

![Figure 14](https://www.spiedigitallibrary.org/conference-proceedings-of-spie)

**Figure 13** SHM signals from a damaged fastener hole (butterfly crack): (a) damaged vs. pristine hole; (b) optimum SHM interrogation frequency for detecting the butterfly crack; (c) sequence of simulated scatter signals [50] yielding the crack-detection signal; (d) experimental confirmation [10], p. 894

**Figure 14**: Transmitter and receiver directions wrt rivet hole butterfly crack; (b) WDIC scatter cube
5.3 Transmitter and Receiver Angle Effects in Scatter Coefficient

The next step in our study was to investigate the effect of transmitter and receiver directions wrt to the rivet-hole butterfly crack [58]. It is apparent that, if the transmitter is not positioned on the symmetry axis of the butterfly crack, then a skew scatter pattern would arise. In addition, the position of the receiver may also vary depending on installation details. Figure 14a illustrates this situation with \( \theta \) being the transmitter angle and \( \Phi \) the receiver angle. Bearing in mind that one is seeking an optimal position for transducer installation, one has to explore several possible combinations of angles at different frequencies in order to find that combination \((\theta, \Phi, f)\) that is most advantageous for the detection of the butterfly crack. Thus, one has to explore a complete ‘WDIC scatter cube’, as illustrated in Figure 14b.

One example of skew angle incidence is illustrated in Figure 15: An S0 Lamb wave is impinging onto the cracked rivet hole at an incident angle \( \theta = 18^\circ \) measured with respect to the axis of symmetry of the butterfly crack present in rivet hole. (The axis of symmetry would be normal to the rivet row illustrated in Figure 2b and Figure 4a.) The excitation frequency is 500 kHz. The polar scatter plots presented in Figure 15 correspond to three cases: (a) the scatter field of a pristine hole showing symmetry with respect to the incident axis, as expected; (b) the scatter field of the rivet-hole with butterfly crack showing an asymmetric pattern due to the fact that the incident beam is skew wrt crack axis; (c) the scatter field of the crack-only case which was obtained by subtracting field (a) from field (b). This scatter field, which is due only to the butterfly crack, shows interesting lobes: one strong forward lobe at around 190\(^\circ\), one strong backward lobe at around 354\(^\circ\), and a side lobe around 90\(^\circ\). Similar behavior was also observed with A0 incident Lamb waves, but at different frequencies. The knowledge about the crack-only scatter lobes could be exploited when designing the SHM system to achieve an efficient placement of transmitter and receiver PWAS transducers such that they are sensitive to detecting the butterfly crack.

Another aspect that needs to be taken into consideration during the design of an efficient SHM system is that of excitation frequency, which is the third dimension of the scatter cube presented in Figure 14b. The excitation frequency may play a very important role; referring to Figure 12a which studies the case of a normal incident beam, one notices that the excitation frequency may change the lobe pattern significantly (e.g., six lobes at 326 kHz, four lobes at 400 kHz, two lobes at 482 kHz, and seven lobes at 776 kHz.) The relative amplitude of the lobes in the pattern also changes. For a skew incident angle, this pattern changes again. Hence, the opportunity exists for analyzing various combinations of incident angles and frequencies in search for a best combination that would give an efficient SHM system design. Such a
search is presented in Figure 16 for an S0 transmitter mode incident at various angles $\theta$ and over a wide frequency span up to 900 kHz. For each $f$-$\theta$ combination, the polar scatter plot was scanned azimuthally to identify the lobe with maximum amplitude and this maximum lobe amplitude was plotted in Figure 16.

![Figure 16: WDIC variation with frequency $f$ for S0 incident Lamb wave transmitted from various $\theta$ directions. WDIC was measured in a direction that was found to be the most sensitive for that particular $f$-$\theta$ combination](image)

It is apparent from examination of Figure 16 that there are frequency-angle combinations that have a much larger scatter effect than others. In particular, the 500-640 kHz range is very productive when the incidence angle is $\theta = 18^\circ$. Whereas for other incidence, e.g., $\theta = 72^\circ$, this frequency range would be quite inappropriate because the hole-scatter coefficients would be very small. Similar behavior, but with different values, was observed for A0 incident Lamb waves, as illustrated in Ref. [58].

### 6 SUMMARY, CONCLUSIONS, SUGGESTIONS FOR FURTHER WORK

#### 6.1 Summary

This paper has reviewed our recent efforts in developing a predictive simulation of guided-wave structural health monitoring (SHM). After a short discussion of SHM scope, methods, and effect of confounding factors, the paper recalled the case of widespread fatigue damage (WFD) observed in long-service aircraft due to joining together of butterfly rivet-hole cracks in splice joints. In order develop a robust SHM system to address the WFD, one needs a fast and efficient forward problem that predicts the SHM signals that would be recorded for certain damage state, transducers layout, interrogation signals, ambient conditions, and other confounding factors.

The fast and efficient forward problem discussed in this paper is the hybrid global-local (HGL) approach in which a global analytical wave propagation formulation in the undamaged structure is combined with a local FEM discretization around the damage site. The HGL method analyzes the guided wave generation, propagation, interaction with damage, and reception during SHM with PWAS transducers. The HGL method is fast and efficient because it combines analytical solution in the global field with a local FEM solution that is small in size because it covers only the damage region and its vicinity. The waveform revealer (WFR) analytical framework was combined with wave-damage interaction coefficients (WDIC) calculated in the frequency-domain by a dense local FEM mesh with nonreflecting boundaries (NRB).

Both 1D and 2D situations were presented. Illustrative examples were given in the form of 1D scatter from a notch and 2D scatter from a rivet-hole butterfly crack encountered in practical WFD situation. The effect of transmitter and receiver angles as well as frequencies were examined.

#### 6.2 Conclusions

It was found that fast and efficient predictive simulation of guided-wave structural health monitoring is possible via the HGL approach. The major conclusion of this work is that the HGL approach is highly efficient and hence recommended.
for the analysis of large structures in which damage has a localized nature. It would also be very useful in large-scale laboratory experiments.

The numerical examples constructed via WFR computational framework showed high dependency of the WDIC values on transmitter angle, receiver angle, and frequency. Certain optimal combinations of these parameters were identified and recommended for SHM system development and implementation.

The predictive methodology presented here can be used for (a) design of effective SHM systems; (b) performing sensitivity analysis towards a model-assisted determination of the probability of detection of the SHM system.

6.3 Future work

Suggestions for future work include (i) further development of the CMEP method for efficient analytical determination of the scatter field in 2d situations; (ii) extension to the modeling of actual test coupons by the analytical introduction of boundary reflections; (iii) extension to acoustic emission studies; (iv) further development to cover guided-wave SHM of composite structures.

Though interesting, the work presented here is far from being complete. Several issues have still to be addressed, among which we distinguish (a) modeling of finite size specimens including boundary effects; (b) more efficient determination of WDIC values using a fast analytical approach; (c) performing experimental validation.

6.3.1 Multimodal Guided Wave Propagation in a Finite-Size Specimen

Experimental specimens are finite (Figure 3) whereas the analysis presented so far is performed in an infinite plate. For the analysis to be performed in finite-size specimens, the multimodal guided wave interaction with the specimen boundary must be analyzed. Our recently developed CMEP method [54] seems to be ideally suited for this analysis because it uses the full complement of Lamb wave modes (propagating, evanescent, and damped) that may be present in the plate. This analysis provides a fast and efficient calculation of reflection and conversion coefficients for any combination of multimodal Lamb waves impinging on a given specimen boundary at a given frequency [59]. A multitude of reflection and mode-conversion modes result from boundary interaction. Their number increases with frequency as more and more modes cross from the evanescent state into the propagating state.

Another concept that could be exploited for analyzing multimodal guided wave propagation in a finite-size specimen is the method of mirrors [59]. A conceptual representation of this method is shown in Figure 17b; the domain of the specimen is extended beyond its physical boundaries by the addition of mirror “imaginary sources” representing the reflection and mode conversion effects. When applying the mirror image method to guided wave propagation, one will have to consider a multitude of imaginary source as corresponding to the multitude of Lamb wave modes resulting from the boundary interaction at any given frequency.
6.3.2 Analytical Calculation of Multimodal Guided Wave Interaction with Damage in 2D Geometry

So far, the analysis of multimodal guided-wave interaction with damage in 2D geometry has been done only numerically using a local FEM mesh. However, our recently developed complex mode expansion with vector projection (CMEP) method [54] seems to be ideally suited for this analysis because it much faster and hence it allows for wide parameter searches. CMEP use the full complement of Lamb wave modes (propagating, evanescent, and damped) that may be present in the plate. This analysis provides a fast and efficient calculation of reflection and conversion coefficients for any combination of multimodal Lamb waves impinging on a given specimen boundary at a given frequency.

6.3.3 Experimental verification

Simple coupon specimens (Figure 3) that are geometrically tractable, have been studied extensively and comparative results are readily available in the literature ([1], [60], [61], [62]). Multisite fatigue damage that appears in mechanically-fastened splice joints and is related to butterfly cracks emanating from the fastener holes. Figure 18 shows a structural splice specimen to be used in our numerical and experimental studies. The splice joint will contain mechanical fasteners (tight-tolerance aerospace bolts) and cracks (Figure 2b).

![Figure 18: Realistic specimens to be studied in future work](image)
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