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ABSTRACT

We present a model of field-dependent aberrations arising in the NIRC2 instrument on the W. M. Keck II
telescope. We use high signal-to-noise phase diversity data employing a source in the Nasmyth focal plane to
construct a model of the optical path difference as a function of field position and wavelength. With a differential
wavefront error of up to 190 nm, this effect is one of the main sources of astrometric and photometric measurement
uncertainties. Our tests of temporal stability show sufficient reliability for our measurements over a 20-month
period at the field extrema. Additionally, while chromaticity exists, applying a correction for field-dependent
aberrations provides overall improvement compared to the existing aberrations present across the field of view.

Keywords: Telescopes: Keck II, Astronomical instrumentation: Cameras–NIRC2, Adaptive Optics: field-
dependent aberrations

1. INTRODUCTION AND GOALS

Anisoplanatism and the field-dependence of the anisoplanatic point spread function (PSF) greatly influences
astrometric and photometric accuracy. In crowded fields like the Galactic Center, insufficient knowledge of the
PSF variation accounts for the largest error in astrometric measurements (Witzel et al., this volume). The
varying morphologies affect not only astrometric analyses, but photometric analyses as well. As in our first
publication on the project,1 we divide the definition of the optical transfer function (OTF) into two parts: a
static, instrument-based term, and the Adaptive Optics (AO) response to the atmospheric PSF term that takes
into account the C2

n profile of the atmospheric turbulence.

A static, instrument-based term can still have field dependences and can be further decomposed into on- and
off-axis terms.1 The on-axis term is expected to be estimated by other means, such as on-sky phase diversity
(Jolissant et al., this volume, and Ragland et al., this volume) or through crowded-field estimation. We present a
fiber phase diversity phase map grid with data taken between October 2012 and June 2014 that uses an improved
data collection methodology. We study the effects of time variability in our instrumental data as well as the
affects of chromaticity in our data and discuss whether we can apply this Fe II-based grid to other data sets,
including broadband K ′ data.
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2. FIBER PHASE DIVERSITY DATA COLLECTION

We work to measure the differential instrumental aberrations in NIRC2 with phase diversity data taken with a
illuminated fiber internal to NIRC2 itself. By measuring the phase of aberrations at a specific position on the
detector, we aim to transform phases at specific points to phases at arbitrary field points. Keck Observatory
currently uses phase diversity to optimize static aberrations in their image sharpening procedure, which is run
prior to every adaptive optics (AO) night at Keck Observatory on the NIRC2 instrument. In order to extract
the phase at each point, an image is taken at ∆z = -2 mm, -4 mm, and -6 mm, where ∆z is difference in defocus
term.

Traditionally, image sharpening only needs to focus on low-order modes, and phase diversity collection made
use of short exposure times (tint = 0.181 sec, ncoadds = 50, and the CDS readout mode). While this method
is efficient in terms of total integration time spent at each field position (72 seconds), it produces a very low
signal-to-noise ratio phase diversity map (Figure 1). This is, in large part, due to insufficient integration times
for the more out-of-focus images that are used when the phase is extracted.

Aiming to obtain higher signal-to-noise ratio phase maps, we developed an improved method of data collection.
Instead of keeping the integration time constant for each ∆z, we increased the integration times and number of
reads and decreased the number of coadds (Table 1). While increasing the overall integration time (213 seconds),
this yields a phase diversity map with only 12.5 nm RMS random measurement error in each phase map.

Table 1. An Improved Method for Phase Diversity data collection

∆z (mm) tint (sec) ncoadds nreads
0 0.181 50 CDS

-2 1.5 20 8

-4 7 6 16

-6 180 2 64

In order to get the phase at each position, we image sharpen at the center (at pixel [545, 495] measured from
zero-based index) then take phase diversity data across the field of view. By extracting phase information at
various points, we can measure the field dependence of the aberrations.

Figure 1. A comparison between the old method of collection Phase Diversity data and our new method, which results in
a much higher signal-to-noise ratio phase map.

2.1 Wavefront Error and Field Variation Parameters

In total, we have taken ∼55 hours of fiber phase diversity data across the field of view of NIRC2 in the fashion
described in the above section. This yields approximately 150 phase diversity phase maps, some taken at the
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same position over various times to measure the affects of time variability on the data (see section X). The
full grid of phase diversity data is shown in Figure 2, where each phase map is centered at the position it was
acquired. All of these data were taken at the Fe II (λ0= 1.65 µm) narrow-band filter, following the image
sharpening procedure at Keck Observatory. The effects of chromaticity are described in section X.

Figure 2. Our full phase diversity data grid, where phase diversity data is taken at various points across the field of view.
There are 150 different data sets (some taken at the same position to study time variability affects). All data is taken
through the Fe II narrow-band filter on NIRC2 (λ0 = 1.65 µm).

At each field position, we take three phase diversity data sets (including the OPD map, and images at ∆z =
0, -2, -4, and -6 mm), allowing us to determine the errors on the Zernike terms. We acquire a center position
data set ([x, y] = [545, 495]) at the beginning and end of each data acquisition run which are averaged together.
The center position is then subtracted out from all other field points for that specific data acquisition run in
order to obtain the differential position with regards to the center position.

The field extrema points are those furthest from the center position–the four corners of the detector. The
relative wavefront error between the center reference point and the corner points is 190 nm RMS at Fe II. In
fact, the wavefront error difference between adjacent samples can be used to quantify the error associated with
the field sampling. The average wavefront error difference is 43 nm RMS at Fe II. The smallest and largest
wavefront error differences between adjacent OPD maps is 87 and 15 nm RMS at Fe II, respectively.

Adjacent samples allow us to quantify the error associated with field sampling. Figure 3 shows a map and
the connecting points of the adjacent phase maps with their wavefront error; Figure 3 also plots the difference
in RMS Wavefront Error as a function of the distance to the adjacent phase map. While the maps with nearby
neighbors have fairly low error (below the temporal error), they exhibit quite a lot of scatter. This can be caused
by field variation because phase maps near extrema may differ more drastically than those close to the image
sharpening position. The average wavefront error difference between adjacent samples is 43 nm RMS, while the
smallest/largest WFE difference between adjacent samples is 15 and 87 nm RMS, respectively. These all fall
below the average wavefront error difference relative to the center of the field (96.5 nm RMS).

3. WAVELENGTH VARIATION OF PHASE DIVERSITY DATA

We take all of our phase diversity data at the narrow-band Fe II filter (λ0=1.6544 µm; ∆λ=0.0256 µm). However,
all Galactic Center data is taken through the K ′ (λ0=2.124 µm, ∆λ=0.351 µm) and L′ (λ0=3.776 µm, ∆λ=0.700
µm) filters. Furthermore, all Keck image sharpening data is also taken at Fe II; it is therefore necessary to see
if the phase diversity phase map grid outlined in section X is usable at other wavelengths.
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Figure 3. Grid of adjacent phase maps and the associated wavefront error between the adjacent samples.

We took phase diversity data at several non-thermal narrow- and medium-band filters available on NIRC2:
He 1 A (λ0=1.0847 µm; ∆λ=0.0182 µm); Pa γ (λ0=1.096 µm; ∆λ=0.016 µm); J continuum (λ0=1.2132 µm;
∆λ=0.0198 µm); Pa β (λ0=1.2903 µm; ∆λ=0.0193 µm); H continuum (λ0=1.5804 µm; ∆λ=0.0232 µm); CH4S
(λ0=1.5923 µm; ∆λ=0.1257 µm); Fe II; CH4L (λ0=1.6809 µm; ∆λ=0.1368 µm); He 1 B (λ0=2.0563 µm;
∆λ=0.0326 µm); Br γ (λ0=2.1686 µm; ∆λ=0.0326 µm); and K continuum (λ0=2.2706 µm; ∆λ=0.0296 µm).
We acquired the phase diversity using the method described in Section X. However, we optimized integration
times to obtain less than 10,000 DN/coadd since nonlinearity becomes an issue with the NIRC2 detector.

Figure 4. Center phase maps extracted from data taken at various narrow- and medium-band filters available on NIRC2.
There is a visible apparent focus offset.

Assuming that the phase maps extracted from the phase diversity data are linear combinations of the Zernike
polynomials, we extract the defocus term from each phase map, as it is visually apparent that there is some
defocus offset (see Figure 4). In plotting this defocus term as a function of wavelength, some sort of dependence
of defocus on wavelength becomes apparent (Figure 5). Keck Observatory has implemented a focus compensation
for closed loop operation on sky to account for the focus offset. The defocus could arise due to a transmissive
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Figure 5. A plot of the extracted Zernike coefficient for the defocus mode as a function of wavelength. There is a linear
trend between the wavelength and magnitude of the defocus term.

4. COMPATIBILITY OF FE II AND BR γ FIELD OPD MAPS

Since our entire grid of phase diversity data is currently taken at the Fe II filter, we need to determine if we can
extend the use of our grid to different wavelengths, primarily since the majority of our Galactic Center science
data is taken at the broadband K ′ filter (λ0=2.124 µm; ∆λ=0.351 µm).2–7

Comparing the field extrema (the corner s of the detector) allows us to investigate the wavelength dependence
of the aberrations. After subtracting out the respective center phase maps for a given wavelength from the
extrema phase maps, we compare the Br γ and Fe II optical path differences. A Zernike decomposition of the
optical path differences is shown in Figure 6. The Br γ and Fe II are comparable to within ∼80 nm RMS. While
that is a large value, it overall much less than the 190 nm extrema-to-center difference. Even so, it is still more
advantageous to apply this instrumental model with the Fe II data than to not apply the model at all.

Due to the brightness of the fiber, K ′ data was not obtained at the field extrema since we had to subarray
down to a 320 × 312 grid around the very center of the NIRC2 detector in order to not saturate the in-focus
∆z = 0 mm image. We obtained positions at the extrema of this subarray, and decomposed them in the way
described above but at K ′ and corresponding field positions at Fe II. The Zernike decomposition is shown in
Figure 7. The largest optical path differences is 50.9 nm RMS.

5. TIME VARIABILITY

The time difference between acquiring many of the field positions, ranging from October 2012 to June 2014,
poses a major concern in using a grid of phase diversity data. In order to probe the effects of time variability,
we took multiple data sets at the field extrema and the center positions over this time period.

We took the center position twice over a span of five hours to probe the temporal drift on short time periods.
Since we take three sets of data (and therefore three phase maps) at each position, we use an average phase map
for each time and subtract them to solve for the residual. The temporal drift over 5 hours is therefore 18 nm
RMS (see Figure 8). Between October 2012 and June 2014, the temporal drift between the center phase maps
is 41.6 nm RMS, obtained using a similar analysis as described above. The measurement repeatability at the
center positions is 12.5 nm RMS.

We carried out a similar exercise at the field extrema. Between October 2012 and May 2014, the temporal
drift over the field extrema is 53.1 nm RMS, with a measurement repeatability of 15.43 nm RMS. It is noteworthy
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Figure 6. Zernike decomposition of the optical path differences between Brγ and Fe II at three of the field extrema. The
lower-order terms clearly dominate the overall wavefront error.

Figure 7. Zernike decomposition of the optical path differences between K′ and Fe II at positions fairly close to the center
of the detector that stayed in the 320 × 312 subarray of the detector. The lower-order terms again dominate the overall
wavefront error.

that the 53.1 nm RMS temporal difference falls significantly below the 190 nm RMS center to corner difference
in phase maps (see Figure 9).

However, it appears that much of the error is common mode. The top row of Figure 10 shows phase maps
from three different epochs. At each extrema point, we averaged over all the epochs and subtracted that to yield
the second row. To determine if there were any common-mode errors in a given epoch, we averaged the results
of the second row over a given epoch and subtracted it from row 2. This results in field-dependent wavefront
error stability after removing common-mode errors of <20 nm RMS.
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Figure 8. Variation of the center phase map over 5 hours. The residual seems to consist of high-order noise.

Figure 9. Variation of the one of the extrema points (corner positions) as a function of time. The general morphology of
the phase map stays the same, but the residual seems to consist of high-order noise.

6. ON-SKY TESTS AND VALIDATION

In Figure 11, we show an on-sky test of the instrumental model that we have developed. The observed on-axis
PSF is the guide star for the Natural Guide Star AO system we utilized on the Keck II telescope.8,9 We transform
the observed on-axis PSF to the model shown on the far right of the image by multiplying by the OTF ratio
generated from the nearest phase maps of the on-axis and off-axis points. It is clear from the comparison of the
middle frame (observed off-axis) and the far-right frame (model) that many complex features are reproduced in
our model, as denoted by the arrows.

7. CONCLUSIONS AND FUTURE WORK

We have presented a large phase diversity data collection effort to map the aberrations across the field of view
of the NIRC2 detector on the Keck II telescope. This data collection consists of a grid of phase diversity data
taken at Fe II (λ0 = 1.65 µm), along with multi-wavelength studies and temporal studies from October 2012 to
June 2014.

Our efforts have shown that while time variability and chromaticity have an effect, their are intrinsically less
than simply not correcting for the field-dependent aberrations at all arising from the instrumental PSF (see Table
2). In fact, as shown in Figure 5, we may be able to calibrate out the lower-order modes causing a discrepancy
between Brγ and Fe II by using a method similar for calibrating out the defocus term.

Future work includes expanding this work to create an interpolated model for each Zernike coefficient across
the field of view of the NIRC2 detector. Preliminary results are favorable to this method and would allow for
correction not be based on the nearest phase diversity phase map as we are currently implementing. We will
combine this work with models of the AO response to the atmospheric PSF for both Laser Guide Star AO and
Natural Guide Star AO and apply it to both crowded regions and other science cases (Lu et al., this volume).
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Figure 10. There seems to be common-mode error that exists across the different epochs and different field points. The
middle row shows the average of the top row subtracted out; the last row shows the average of all extrema data at the
respective epoch subtracted out.

Figure 11. Transformation of the on-axis PSF to the model. Complex structure from the observed off-axis PSF is
reproduced by our model in this binary star test.
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