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I  Introduction 
Many of recent innovations in science and technology 

have been brought about by cross-disciplinary research. 
Understanding different fields of sciences provides new 
insights into one’s own field and also can spark ideas for 
technological innovation. The talk will explain, with 
examples, how this synergy of knowledge applies also to 
the fields of optics/photonics (OP) and AI, which, until 
recently, have developed independently with different 
disciplines of physical sciences and information sciences.  

 
II  Historical Analogy 

To get a perspective of the cross-disciplinary research 
between OP and AI, we first refer to the historical 
analogy to the prior example of the successful cross-
disciplinary research between OP and communication 
engineering (CE). The successful OP-CE integration was 
achieved by bidirectional technology transfer, namely (1) 
introduction of OP technologies (laser diodes and optical 
fibers) to CE, which gave birth to today’s broadband 
communication networks, and (2) introduction of CE 
(communication theory) to OP, which resulted in the 
establishment of holography, heterodyne interferometry, 
and Fourier optics. Similarly, one can envisage the 
following scenario for OP-AI integration; (1) introduction  
*takeda@opt.utsunomiya-u.ac.jp 

 
of OP technologies to AI, as exemplified by the research 
in optical neural networks and neuromorphic photonics, 
and (2) introduction of AI algorithms to OP, such as 
application of deep learning to optical sensing and 
metrology, and new AI-based resolution enhancement in 
optical imaging, as shown in Figure 1. 

 
Figure 1. Bidirectional technology transfer for the 
integration of optics/photonics (OP) and artificial 
intelligence (AI).  

III  Optical Neuro Computing and 

 Neuromorphic Photonics 
Historically optical implementation of neural networks 

was motivated from the facts that (1) a neural network is 
an interconnect-intensive system, which requires great 
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many product-sum operations for synaptic weight  sum 
calculations, and that (2) a fully parallel optical vector 
product-sum operation was invented making use of 
spatial parallelism of optical fields. In the 1980s, various 
optical neural networks were developed, among which 
are an optical Hopfield network1, an optical Associatron2, 
and an optoelectronic LSI neurochip3. While these were 
based on optical intensity-based implementation with 
incoherent light, associate memories using coherent 
complex optical neural fields inside a phase conjugate 
mirror resonator were also demonstrated4. The idea 
behind the coherent implementation was the philosophy 
of Haken5 “Nature computes.” The idea of performing 
parallel computation making use of synergetic dynamics 
governed by the laws of nature is still being exploited in 
today’s advanced research on a coherent Ising machine.6 

 
IV AI-based Optical Metrology and Imaging 
Various neural network models have been proposed; 

feedforward nets, feedback (Hopfield) nets, and their 
combinations and variants. Roughly speaking, the 
function of a feedforward multilayered net is to establish, 
through learning, the mapping relation between inputs 
x and outputs y in such a manner that it represents the 

statistical rule G  hidden in the ensemble of given data; 
2( ; , ) Minimize with ( , ) as variablesE y G x w I w I

where ( , )w I  are network parameters known as synaptic 
weights and biases. We note that this has a close formal 
similarity to inverse problems in optical metrology and 
imaging, and also to problems in optical design. As an 
old yet naïve researcher in optics, I am tempted to pose a 
question “Can neural networks represent the complex 
input-output relations of general optical systems that 
involve complicated nonlinear physical processes?” (see 
Figure 2) Presently I do not have an answer myself, but 
partial answers can be found in several examples. Robert 
et al.7 regarded a neural network as a regression method 
based on a nonlinear model, applied it to the inverse 
problem of scatterometry in lithography, and successfully 
detected a micro grating profile. Feng et al.8 applied deep 
learning to fringe analysis for phase detection in 3-D 
profilometry. Deep learning was also applied to 
wavefront sensing9 without recourse to interferometry, 
and also to resolution enhancement in microscopy.10 I 
will review some of these examples in my talk. 

      Figure 2.  Elementary question posed by an  
old yet naïve researcher in optics. 
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I  Introduction 
Optical frequency metrology [1] is of great interest in 

relation to fundamental science and technologies that 
support broadband communication networks and the 
navigation with global positioning systems (GPS). It was 
demonstrated that mode-locked femtosecond lasers could 
be used to measure the absolute frequency of an optical 
frequency standard [2,3]. In recent years, erbium-doped 
fiber based frequency combs (fiber combs) have become 
widely used owing to their robustness, cost effectiveness, 
and user friendliness [4]. Frequency-stabilized lasers 
attract significant interest not only for metrology 
applications but also for high-resolution spectroscopy. 
The rapid development of research on optical frequency 
measurement based on femtosecond combs has 
stimulated the field of frequency metrology, especially 
research on high-performance optical frequency standards 
[5]. 

In the present paper, we report on the research 
background of optical frequency combs and frequency-
stabilized lasers. We have started the development of a 
narrow-linewidth frequency comb using a compact fiber-
pigtailed electro-optic modulator, the generation of a 
broadband visible comb using a PPLN waveguide, and 
Dual-comb spectroscopy using low repetition rate 
frequency combs. Recently, we have also started an ultra-
compact frequency-stabilized laser project. These lasers 

are useful for various applications, including 
interferometric measurement. 

 

II  Research Background 
Figure 1 shows the number of scientific publications 

related to “optical frequency comb” and “frequency-
stabilized laser” based on “Web of Science”. During the 
past 10 years, the publications on frequency combs have 
increase by 3 times. The most cited articles on frequency 
combs are related to the microresonator-based optical 
frequency combs. On the other hand, the most cited 
articles on frequency-stabilized lasers are related to the 
narrow-linewidth frequency-stabilized lasers. 

 

Figure 1. Number of scientific publications 
investigated based on“ Web of Science”. 
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III  Development of Frequency Combs 
1.  Development of a narrow-linewidth frequency 

comb using an electro-optic modulator 
Figure 2 shows a mode-locked Er:fiber laser using an 

intra-cavity electro-optic modulator (EOM). The laser 
oscillator employs nonlinear polarization evolution as a 
mode-locking mechanism. The net dispersion of the 
oscillator is estimated to be 0.009 ps2, and the repetition 
frequency of the oscillator was about 49.2 MHz. A 15-
cm-long optical bench with fiber pigtails on both ends is 
used for loading an EOM, a polarizer and three 
waveplates. The optical bench is made of Thorlabs FBC-
1550-FC and FT-38X135. The insertion loss of the optical 
bench system was less than 2 dB. The EOM is needed for 
controlling the effective laser cavity length at a large 
servo bandwidth. We succeeded in phase-locking the 
mode-locked laser to an optical reference without using a 
high-voltage amplifier for the EOM. 

 

Figure 2. Schematic diagram of the mode-locked Er 
fiber laserwith a compact optical bench containing an 
EOM. LD: Laser Diode, WDM: Wavelength Division 
Multiplexing, DCF: Dispersion Compensation Fiber, 
EDF: Erbium Doped Fiber, EOM: Electro-Optic 
Modulator, P: Polarizer, O. C.: Output Coupler, ISO: 
Isolator, PZT: Piezoelectric Transducer, TEC: 
Thermoelectric Cooler. 

2.  Generation of a broadband visible comb using a 
PPLN waveguide 

To generate an ultra-broadband optical comb, we used 
an Er-fiber comb with a repetition rate (frep) of 107 MHz 
and a fceo of 10.7 MHz. The output pulses from the 
oscillator are divided into four branches; one of them, 

which is used for wavelength conversion, is amplified 
from 1.7 mW to 116.7 mW with an Er-doped fiber 
amplifier (EDFA). Subsequently, the amplified pulse train 
is spectrally broadened in a highly nonlinear fiber 
(HNLF) from 1.0 μm to at least 1.7 μm.  The output beam 
from HNLF is then coupled into a WG-PPLN. Figure 3 
shows a spectrogram of a broadband comb in the visible 
region. These results clearly show that the comb spectrum 
entirely covers the visible region. 

 

Figure 3. Observed ultra-broad frequency comb 
spectra from 350 nm to 1700 nm in WG-PPLN. 

3.  Dual-comb spectroscopy using low repetition rate 
frequency combs 

Figure 4 shows an absorption spectrum obtained using 
dual-comb spectroscopy with a low repletion rate of 20 
MHz. This is an enlarged graph around the P(12) line oif 
the 1+ 3 band. There are more than 50 comb components 
across the 1-GHz Doppler broadening. The resolution of 
the dual-comb spectroscopy increased by a factor of 2.5 to 
5 compared to that of a usual frequency comb. 

 
Figure 4. Observed P(12) line of the v1 + v3 band of 
acetylene using the low-repetition rate combs. 
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V  Development of Frequency-Stabilized Lasers 
1.  Ultra-compact frequency-stabilized laser 
 Figure. 5(a) shows an image of a compact laser 

module emitting at 531 nm (QDLaser, QLD0593-3220). 
The dimensions of the compact laser modules are 20 mm 
× 6 mm × 4 mm (length × width × thickness). The laser 
modules consist of a DFB diode laser (DFB-DL) 
operating in the infrared (IR) region, a semiconductor 
optical amplifier, and a periodically poled lithium niobate 
crystal for second harmonic generation (SHG), as shown 
in Fig. 5(b). We have demonstrated the observation of 
hyperfine components of iodine transitions using the low-
cost coin-sized laser modules based on Doppler-free 
spectroscopy. Laser frequency stabilization is performed 
using the observed hyperfine components. We obtained a 
laser frequency stability of 4.3×10-12 at an averaging time 
of 1 s. 

 

Figure 5. (a) Picture of the compact laser module. (b) 
Schematic diagram of the compact laser module.
DFB-LD: Distributed-Feedback Diode Laser, SOA: 
Semiconductor Optical Amplifier, PPLN: Periodically 
Poled Lithium Niobate. 

 
2.  Various frequency-stabilized lasers 
We have developed various frequency-stabilized lasers 

in our laboratory. 
1) Iodine-stabilized Nd:YAG lasers 
2) 1064-nm narrow-linewidth frequency-stabilized diode 

lasers 
3) 1542-nm narrow-linewidth acetylene-stabilized diode 

lasers 
4) 1062-nm ultra-compact frequency-stabilized diode 

lasers 
5) 399-nm frequency-stabilized external-cavity diode 

lasers 
 

III  Conclusions 
It is now an exciting period for researchers working on 

optical frequency metrology. Rapid developments on 
optical clocks, frequency combs, and advanced frequency 
links will open up new possibilities for research ranging 
from fundamental physics, and astrophysics, to aspects of 
engineering such as space clocks and the remote sensing 
of the beat of our earth. 
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Abstract 

Introducing a carrier into fringe patterns enables easy, accurate and robust phase retrieval, and thus has become one of 
the pillar techniques in optical metrology. The well-known carrier fringe pattern analysis methods include the Fourier 
transform (FT) method, the spatial phase-shifting (SPS) method, the windowed Fourier transform (WFT) method and the 
sampling moiré (SM) method. In this paper, the close relationships among these methods will be analyzed and revealed, 
resulting in a small methodology family. 
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I  Introduction 
In recent years, technology is growing remarkably and 

many high precision and small components are being used, 
increasing the need to measure 3D profilometry with high 
accuracy and high speed. Non-contact 3D profilometry is 
particularly needed in order to avoid damaging the object 
under measurement. Many non-contact methods have been 
proposed such as moiré and grating projection. [1] 
However, many of these methods cannot be used within a 
deep hole or for large step heights due to the use of a 
triangulation-based method. To solve this problem, it has 
been proposed to use instead a focusing method, in which 
the projection system and the imaging system are coaxial. 
Yoshizawa et al. presented a three-dimensional shape 
measurement technique using the contrast distribution. [2] 
However, this technique is a problem that it takes time to 
project 4 phase-shifted fringe patterns. [3-6] 

We propose a uniaxial 3D profilometry system using 
linear polarization patterns and a polarization camera to 
enable faster profilometry measurement than conventional 
equipment allows. 

II  Background 
 

1.  Linear polarization pattern 
The optical layout for the system is shown in Figure 1. 

The linear polarization pattern is generated from the liner 
polarization which is made from the linear polarizer (LP) 
by a spatial light modulator (SLM) and a quarter wave plate 

(QWP). The optical axis of SLM is  and the optical axis 
of QWP is 45 . SLM provides retardance  spatially. 

 
Figure 1. Optical system for 3D profilometry system 
 

By using the Stokes approach, the emission Stokes 
parameters   is given from the incident Stokes 
parameters   and Mueller matrix among the optical 
polarization components.  

  

       (1) 

where  ,  ,  represent Mueller matrix of QWP, SL
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Abstract 

We demonstrate a uniaxial 3D profilometry system that captures a structured linear polarization pattern with a polarization 
camera having micropolarizers of 4 orientation angles arranged on CCD sensor. The linear polarization pattern is generated 
by a spatial light modulator (SLM) and a quarter wave plate (QWP) in the optical system. This system can measure 4 
different fringe patterns with a phase difference of 90 degrees simultaneously, allowing for faster profilometry measurement 
than conventional equipment allows. We present experimental results of 3D profilometry using this system. 
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M, LP and   represents optical axis.  
From Stokes parameters  , the azimuthal direction of 

linear polarization is provided by retardance  value 
of SLM. If this retardance is controlled spatially, linear 
polarization pattern rotated spatially is obtained. 

 
2.  Contrast distribution 

The intensity detected by the CCD sensor of the 
polarization camera can be described as: 

  (2) 

for   the orientation angles of 
the linear polarizer on each pixel of the polarization camera 
and  the modulation contrast. The contrast is 
calculated from the detected image by the 4-step phase 
shifting technique.  

    (3) 

where , , , and  represent the 
intensity  of  . 

There are two methods for measuring the height from the 
contrast. The first method obtains the height from the 
contrast of a sample spatially by referring the height 
against contrast measured in advance. Therefore, this first 
method enables snapshot 3D profilometry measurement.  

Wilson et al presented the best focus position equal the 
maximum value of contrast of a sample. [7] Therefore, the 
second method obtains the height from the best focus 
potion of a sample by measuring contrast spatially while 
varying the height of sample. 

 

III  Results and Discussion 
The result of measuring the contrast while varying the 

height of the planar mirror is shown in Figure 2(a). The 
solid line shows the contrast fitted with a Gaussian function. 
As you can see, the contrast distribution is able to fit with 
a Gaussian function. The result of the height calculated 
from the contrast against the height obtained from a 
micrometer is shown in Figure 2(b). As you can see, the 
height is directly proportional to the theoretical height in 
the range of 4mm-10mm. In this case, the measurement is 
performed in the range. Measurement accuracy of the 
height obtained from this result is 150 μm. Therefore, 
measurement accuracy is not good. 

The result of measuring a 1951 USAF test target as a 
sample using the first method are shown in Figure 3. While 
the measurement obtains the correct overall three-
dimensional shape of the target, some errors are 
encountered due to the low of reflectivity. But it was 
confirmed that enables snapshot 3D profilometry 
measurement. 
 
(a) 

 
(b) 

 
Figure 2. Measurement result of the planar mirror 
 

 

Figure 3. Measurement result of the 1951 USAF test target 
 
The result of measuring many kinds of samples using the 

second method is shown in Figure 4. The position of the 
maximum value of the contrast is the same regardless of 
the kinds of samples. The measurement accuracy of each 
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sample is shown in Table 1, from which we can see that the 
second method is much more accurate than the first method. 

We used the surface of a U.S. 10 cent coin as a sample. 
The result of measuring the sample using the second 
method is shown in Figure 5, confirming that high-
precision three-dimensional shape measurement is possible.  

 

 
Figure 4. Measurement result of many kinds of samples 

Table 1.  Measurement accuracy of each sample 
Sample 
 

mirror Ceramics White 
coated 
metal 

Aluminium Recycled 
paper 

Accuracy 
 

6μm 3μm 5μm 4μm 4μm 

 
Figure 5. Results of measuring a 10 cent coin as a sample 

  IV Conclusion 
In conclusion, the present study has demonstrated a 

uniaxial 3D profilometry system using spatially linear 
polarization patterns and a polarization camera. The first 
method enables snapshot measurement of 3D profiles, but 
it has a problem of measurement accuracy. The second 
method is much more accurate than the first method, but it 

needs a lot of measurement to obtain the peak of contrast 
distribution. Therefore, this method has a problem of 
measurement speed. Further studies are needed in order to 
3D profilometry with high accuracy and high speed. 
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I Introduction
In fringe projection profilometry, the projector 

nonlinearity is a main factor decreasing the measurement 
accuracy. It makes fringes non-sinusoidal thus inducing 
ripple-like artifacts on the calculated phase maps and, 
further, on the reconstructed object shapes [1]. Many 
efforts have been made for solving this problem. 
Typically, a photometric calibration can be performed for 
determining the projector nonlinearity curve for 
compensating for the phase errors actively. Instead, the 
passive technique uses a look-up table of phase errors 
versus phase values for correcting these errors. With 
these methods, a calibration must be implemented in 
advance, so they may fail in correcting the phase errors
induced by the time-variant projector nonlinearity [2].
This paper presents a self-correction method for 
removing the phase errors from a single phase map or a 
couple of phase maps having different frequencies. This 
method works without a prior calibration.

II  Method
1.  Projector nonlinearity
In phase-shifting fringe projection profilometry, a

projector is used for casting sinusoidal fringe patterns on 
the measured object surface, and the camera captures the 
deformed fringe patterns. One of the captured patterns is 

( , ) ( , ) cos[ ( , ) 2 ] ( , )kI x y A x y x y k K B x y (1)

where (x, y) denote the pixel coordinates of a point on the 
imaging plane of the camera. A(x, y) is the modulation

and B(x, y) is the background intensity. 2 is an added 
phase shift with k=0, 1, …, K 1. From these patterns, the 
wrapped phases are estimated by [3]

1

0
1

0

( , ) sin(2 )
( , ) arctan

( , ) cos(2 )

K
kk

K
kk

I x y k K
x y

I x y k K
(2)

By implementing phase unwrapping to (x, y), we have 
its unwrapped phase map (x, y).

Figure 1. Phase measuring. In each row, the panels 
show, from left to right, a fringe pattern, its
unwrapped phase map, and the phase map without 
carrier. The fringe pattern in the second row has a 
frequency halving the one in the first row. The 
colorbars have the unit of radian.

In the presence of the projector nonlinearity, the 
unwrapped phase contains errors induced by the projector 
nonlinearity. According to our analysis in [4], these phase 
errors has a form of 

Self-correction of phase errors induced by projector nonlinearity in phase-

shifting fringe projection profilometry

Shuo Xing, Hongwei Guo*

Laboratory of Applied Optics and Metrology, Department of Precision Mechanical Engineering,
Shanghai University, Shanghai 200444, China

Abstract
Self-correction method is presented for removing, without a photometric calibration, the projector nonlinearity errors 

from a phase map or a couple of phase maps having different frequencies, thus improving the accuracy of fringe 
projection profilometry.
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1 2

3

( , )= ( , ) ( , )
sin[ ( , )] sin[2 ( , )]
sin[3 ( , )]+

x y x y x y
K x y K x y

K x y
(3)

We find from Eq. (3) that the phase error induced by the 
projector nonlinearity depends on the number of phase 
shifts, having multiplied frequencies higher than the 
fringe frequencies. We take Fig. 1 as an example. In it, 
two sequences of fringe patterns having different 
frequencies are captured, with the number of phase shifts 
being three; the size of each fringe patterns is 512×512 
pixels; and the projector was not calibrated. The left 
column shows the first frame of each pattern sequence. 
The middle column gives the unwrapped phase maps. By 
removing the carrier, the ripple-like artifacts become 
observable as we see on the right column.

2. Error coefficient estimation from a couple of 
phase maps having different frequencies

From Eq. (3), we know that if the error coefficients are 
determined, the phase error can be removed. In multi-
frequency fringe projection profilometry, at least two 
phase maps having different frequencies are recovered, 
making it possible to determine and eliminate the error 
terms [5]. Here, we denote H and L as two unwrapped 
phase maps corresponding to the fringe frequencies fH and 
fL, respectively. Note that H and L are function of (x, y).
For each pixel, we have a pair of equations like

1 2

1 2

sin( ) sin(2 )

sin( ) sin(2 )

H H H H

L L L
L H H H

H H H

K K
f f fK K
f f f

(4)

where H is the real phase corresponding to the fringe 
frequency fH.

In practice, the errors may have infinite terms, but their 
amplitudes decline quickly as their orders become high. 
We reasonably truncate the error function and keep the
first three terms. Because the equations are nonlinear, we 
have to solve it using an iterative algorithm in the least 
squares sense. Here we use the calculated phases H as 
the initial values of H. The error coefficients estimated 
from Fig. 1are ={ -0.1551, -0.0095,-0.0019 }.

3.  Error coefficient estimation from a single phase 
map

If only a single phase map is available, it is difficult to 
estimate the error coefficients. For doing it, we apply a 
Gaussian low-pass filter to the unwrapped phase in Fig. 
1(b), and the smoothed phase map is shown in Fig. 2(a).
Its version without carrier is given in Fig. 2(b), from 
which it is evident that the ripple-like artifacts induced by 
the projector nonlinearity have been smoothed out. 
Simultaneously, the edges and details on the phase map 
are severely blurred, and large errors appear at its 
boundaries. Fig. 2(c) shows the differences between Fig. 
2(a) and Fig. 1(b). These phase differences are mainly 
composed of the artifacts caused by the projector 
nonlinearity.

Figure 2. (a) The smoothed phase map by using 
Gaussian filter. (b) The smoothed phase map without 
carrier. (c) The difference between (a) and Fig. 1(b). 
The values in these figures have a unit of radian.

According to our analysis in [6], the phase error is a
function of phase value. The error coefficients can be 
estimated by fitting the relations between the values from 
Fig. 2(c) and Fig. 2(b), viz. 

( +1)
1

( ) ( )

sin[ ( , )] ( , ) ( , ),

                 for ( , ) satisfying ( , ) 3

L i
ll

i i

lK x y x y x y

x y x y
(5)                      

where denotes the smoothed phase map. The 
superscripts in brackets denote the numbers of iterations; 

(i)(x, y) is the departure of a point from the central curve.
In this iterative procedure, we use the 3-sigma criterion
for excluding the outliers caused by the spatial filter.
Using this method, the error coefficients estimated from 
Fig. 2 are ={-0.1415 , -0.0095,-0.0012 }.

4. Phase error correction
When the coefficients of the error function are obtained, 

we can correct the nonlinearity-induced phase errors in a 
pointwise way through the following fixed-point 
iterations:
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( 1) ( )
1

( , ) ( , ) sin[ ( , )]Lj j
ll

x y x y lK x y (6)

Figures. 3(a) and 3(b) show the corrected phase maps 
using the error coefficients estimated from a couple of 
phase maps in Fig. 1, and from the single phase map in 
Fig. 2, respectively. In these results, the ripple-like 
artifacts induced by the projector nonlinearity have been 
removed.

Figure 3. (a) The phase map with its nonlinearity-
induced errors having been removed from the couple 
of phase maps in Fig. 1. (b) The corrected phase map 
from the single phase map in Fig. 2. The values in 
these figures have a unit of radian.

III Conclusion
This paper presented a self-correction method that 

allows us to remove the errors induced by the projector 
nonlinearity from a single phase map or from a couple of 
phase maps having different frequencies. This method 
offers some advantages over the exist ones. For example, 
it does not require a prior calibration, and hence it is 
applicable when the projector nonlinearity varies with 
time. Moreover, it is independent of a special model or an 
assumption about the projector nonlinearity, thus being 
more general in practical applications.
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I Introduction 
According to modern digital technology, a real-time 

three-dimensional (3-D) surface system is a very 
significant method in many fields including machine 
manufacture, medical applications and automobile 
industry [1-13]. Fringe projection technique has become 
the most popular 3-D shape acquisition method. The 
fringe projection system classically uses a digital 
projector to project fringe patterns onto object surfaces, a 
digital camera to capture the distorted fringe patterns, and 
a computer to calculate the phase maps and reconstruct 
the 3-D shape. The primary processes for 3-D shape 
reconstruction contain phase-shifting calculation, phase-
unwrapping calculation and phase to real dimension 
conversion. Three-step phase-shifting calculation is 
typically exercised in the fringe projection system. 
However, three-step phase-shifting method is less 
efficient and time consuming. Because monochromatic 
fringe patterns take a long time for capturing and 
calculation, we are interested in 3-D reconstruction with 
high-speed for fringe projection system. For this reason, 
the high-speed digital fringe projection system is 
presented for 3-D surface measurement.  

*cyliu66@ym.edu.tw; phone 886-2-28267020 

Single-shot fringe projection measurements are 
insensitive to signal noises because only one image needs 
to be captured. The single-shot fringe projection methods 
can be generally classified into discrete and continuous 
coding processes [14-20]. The discrete coding patterns 
present a digital shape with the same intensity value and 
the shape dimension determines from the intensity of the 
measured object surface. The image resolution in this 
case is low since the discrete code occupies several pixels. 
The obtained 3-D data for measuring complex shape are 
inaccurate. The continuous coding patterns show a 
smooth profile where every pixel has a singular codeword 
on color. Therefore, the obtained 3-D data are dense 
surface reconstruction. The phase-shifting calculations 
are widely utilized since the measurement has high 
accuracy and high speed. We have to investigate phase-
shifting algorithms in order to obtain absolute phase data 
for high-accuracy 3-D reconstruction. 

In this study, a high-speed digital fringe projection 
system is proposed to measure 3-D features of the rear 
lamp housing. The light source used in this system is 
structured light with phase-shifting fringe patterns. A 
projector with digital light processing (DLP) is employed 
as light source to project fringe patterns onto object 
surface. The images of distorted fringe pattern are 

High-speed 3D surface measurement of rear lamp housing by automatic 
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Abstract 
Digital fringe projection method is widely used in industrial applications with high-speed measurement and high 

resolution. In this study, a fully automatic high-speed digital fringe projection system is presented to profile 3D surface 
characteristic of rear lamp housing of vehicle. The structured light with fringe pattern is used to be the light source in the 
measurement system and is projected by a digital light processing projector. The distorted fringe patterns from the surface 
of lamp housing are captured by the digital camera. The absolute phase maps are calculated by using phase-shifting and 
quality guided path unwrapping algorithm. A complete 3D feature of lamp housing is obtained by our system. We 
achieved simultaneous phase acquisition, reconstruction and 3D exhibition at a speed of 0.5 s. This system can provide a 
high accuracy and real-time 3D surface measurement for the automobile industry. 
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captured by a digital camera The multi-step phase-
shifting and quality guided path unwrapping calculations 
are used to compute the value of absolute phase map. The 
detecting angle of the digital camera is controlled by 
using a motorized stage. Finally, a complete 3-D surface 
of the rear lamp housing is obtained by our system. We 
have successfully accomplished simultaneous phase 
calculation, 3-D reconstruction and exhibition at a speed 
of 0.5 s. This results can provide a high-accuracy and 
real-time 3-D shape measurement for automobile industry. 

 
II Principle of the system 

Figure 1 shows the schematic diagram of automatic 
digital fringe projection system. The automatic fringe 
projection system includes the following several parts: 
generation of multi-step phase-shifting fringe pattern, 
acquisition of deformed fringe pattern, calculations of 
wrapped and unwrapped phase, and conversion from 
absolute phase to real size. This system consists of a DLP 
projector, a digital camera, a motorized rotation stage and 
an industrial computer. The sinusoidal fringe patterns are 
generated by using a computer code and projected onto 
the object surface by the projector. The digital camera is 
used to acquire the deformed fringe patterns. The phase 
information is extracted from the captured patterns which 
has to be unwrapped for surface reconstruction. The 
unwrapped phase values are calculated by calibration 
method for the relationship between the absolute phase 
value and real size. 

 

Figure 1. Schematic diagram of automatic digital 
fringe projection system. 

The phase information is obtained from deformed 
fringe patterns. Multi-step phase-shifting calculations are 
extensively employed in optical 3-D surface measurement 
due to its advantageous properties. In this case, three 
phase-shifting algorithms are utilized to calculate the 
wrapped phase maps including three-step, four-step, five-
step and seven-step algorithms. The three-step phase-
shifting algorithm is preferable for real-time 3-D surface 
measurement because the minimum numbers of fringe 
patterns are required for calculations. The phase shift 
between three fringe patterns is selected as . Three 
fringe patterns are applied for this algorithm whose fringe 
intensities can be expressed as: 

)
3

2cos(1 III                                 

)cos(2 III                                   (1) 

)
3

2cos(3 III                                 

where the average intensity is I ', the intensity modulation 
is I ", the phase information is . 

The phase map can be obtained by solving Eq. (1) as: 
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The seven-step phase-shifting algorithm is preferable 
for high-accuracy measurement because the maximum 
numbers of fringe patterns are required for calculations. 
The phase shift between seven 2. The 
intensities of seven fringe patterns are expressed as: 
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]cos[2 III                             

]
2

cos[3 III                            

]cos[4 III                           (3) 

]
2

cos[5 III                            

]cos[6 III                            

]
2

3cos[7 III                          

The intensity of light source and fringe modulation for 
seven fringe patterns are assumed the same value. The 
phase  can be retrieved by the following equation: 

]
224

33[tan
624

51731

III
IIII                  (4) 
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In Eqs. (2) and (4), the phase value is a range of -  to 
+ . Therefore, the phase unwrapping calculation is 
required to obtain continuous phase information. The 
quality guided path algorithm is used in the unwrapping 
calculation. The highest quality pixels are unwrapped 
with the highest reliability. The lowest quality pixels with 
the lowest reliability are considered to prevent the error 
circulation in the phase map. The unwrapping path is 
determined by the pixel reliability. The quality guided 
path algorithm is suitable to calculate phase value from 
complex surface features. In order to obtain absolute 
phase value, the standard gauge block is used as 
references to convert the relative phase to absolute phase. 
Once the digital fringe projection system is calibrated, the 
coordinates of real sizes can be obtained from the 
absolute phase value. Figure 2 shows the operation 
interface of automatic digital fringe projection system. All 
algorithms and system control are programed in the 
MATLAB® code. The insert in the upper left corner of 
Fig. 2 is the function menu of our automatic system. 

 

Figure 2. Operation interface of automatic digital 
fringe projection system. 

 

III Results and Discussion 
For high-speed 3-D surface measurement, a structured 

light is used by encoding three, four, and seven fringe 
patterns. The fast image switching is reached by the 
projection mechanism of the DLP technology. The 
different fringe patterns are projected sequentially which 
will capture separately by digital camera. Figure 3 shows 
the captured three-step fringe patterns projected on the 
surface of rear lamp housing. Figure 4 shows the seven 
fringe patterns projected on the housing surface. 

 

Figure 3. Three-step fringe patterns projected on the 
surface of rear lamp housing. The insert in the bottom 
right is the picture rear lamp housing. 

 
Figure 4. Seven-step fringe patterns projected on the 
surface of rear lamp housing. The insert in the bottom 
right is the picture rear lamp housing. 
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Figure 5. Absolute phase maps of the rear lamp 
housing at different phase-shifting calculations: (a) 
three-step, (b) four-step, and (c) seven-step. 

The distorted phase-shifted fringe patterns are used to 
reconstruct one 3-D surface through phase wrapping, 
phase unwrapping and phase to real size conversion steps. 
The calculation process of these deformed fringe patterns 
by the proposed program gives us the information of 3-D 
surface. Applying three-step, four-step, and seven-step 
phase-shifting algorithms to these fringe patterns, the 
wrapped phase map are obtained. These images imply 
that the surface change strongly contributes to the phase 
information. Figure 5 shows the Absolute phase maps of 
the rear lamp housing at different phase-shifting 

calculations. Using the proposed digital fringe projection 
system, lamp housing is captured and processed to obtain 
the 3-D representation. Figure 6 shows 3-D representation 
of the rear lamp housing. The experimental results clearly 
show that the proposed system based on fringe projection 
technique correctly acquires the 3-D surface of rear lamp 
housing. 

 
Figure 6. 3-D representation of the rear lamp housing. 

 
IV Conclusion 

In this study, a high-speed digital fringe projection 
system is proposed to measure 3-D surface of the rear 
lamp housing. The light source used in this system is 
structured light with different fringe patterns. A DLP 
projector is used as light source to project structured light 
onto the surface of lamp housing. The distorted fringe 
pattern images are captured by the digital camera. The 
multi-step phase-shifting and quality guided path 
unwrapping algorithms are used to calculate the phase 
map. The detecting angle of the camera is controlled by 
using a motorized stage. Finally, a complete 3-D surface 
of rear lamp housing is obtained by our system. We have 
achieved simultaneous phase acquisition, surface 
reconstruction and exhibition at a speed of 0.5 s. The 
experimental results may provide a high-accuracy and 
real-time 3-D surface system for automobile industry. 
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I  Introduction 
It is important to understand the performance and 

aging mechanisms in photovoltaic (PV) devices. 
However, commercially available method, laser beam 
induced current [1-4], is too slow for high-throughput 
measurements, because it uses a laser spot for raster scan.  

This paper presents the principle and demonstration of 
a new measurement method which uses structured 
illumination instead of raster scan. When a photovoltaic 
device is under structured illumination, the output signal 
is the sum of the local current response. Particularly, if 
sinusoidal patterns are used for structured illumination, 
the output signal will be equivalent to a Fourier 
coefficient of the entire response function of the PV 
device. By changing the spatial frequency and the initial 
phase of the sinusoidal structured illumination, the 
Fourier transform of the response function can be 
obtained. The response function can be derived by simply 
applying an inverse Fourier transform. As the response 
function can be sparsely represented in the Fourier 
domain, undersampling the Fourier transform of the 
response function allows for significant reduction of 
measurements. Thus, the presented method enables fast 
response function measurements in PV devices. 
Moreover, as sinusoidal structured illumination is a kind 
of global illumination, the input light intensity is much 

higher than that of single-point scanning by laser beam 
induced current method. Thus, the presented method 
allows the PV device to produce a much larger 
photocurrent with a consequent noise reduction due to an 
improved signal-to-noise ratio. In short, the presented 
method potentially enables accurate and efficient 
response function measurement in photovoltaic devices. 

II  Principle 
Assuming that the response function of a PV device is 

presented by ,R x y , the output current I  of the device 

under illumination of , yP x : 

                    , , y d dI R x y P x x y ,  (1)

  
where  denotes the active area of the device and  
denotes the current resulted from dark noise. Our goal is 
to recover the response function from the output current. 
Specifically, we can choose an appropriate basis set for 
structured illumination so as to encode the spatial 
information of the response function into the output 
current. Here, we propose to use sinusoidal structured 
illumination, considering response function of PV devices 
has a sparsed representation in Fourier space. The 
sinusoidal intensity patterns can generated by using a 
spatial light modulator (such as, DMD or LCoS). Each 
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sinusoidal intensity pattern , ; ,x yP x y f f  is 

characterized by its spatial frequency pair ,x yf f  and 

initial phase : 

, ; , cos 2 2x y x yP x y f f a b f x f y .  (2)

 (5) 
By substituting Eq. (2) into Eq. (1), we find that the 
output current is mathematically the inner product of the 
sinusoidal intensity pattern and the response function of 
the PV device. As sinusoidal patterns are actually the 
basis of Fourier transform, it implies that the 
measurement is equivalent to a Fourier coefficient 

,x yR f fx yR f f,x y, . However, the measurement will be affected by 

the noise term . In order to eliminate the noise, we 
propose to use phase-shifting strategy. Specifically, four 
sinusoidal intensity patterns with the same spatial 
frequency but different initial phases are used for 
illumination sequentially. The phase-shifting illumination 

are denoted by 0P , 2P , P , and 3 2P , respectively. And 

the corresponding measurements are represented by 

0 ,x yI f f , 2 ,x yI f f , ,x yI f f , and 3 2 ,x yI f f , 

respectively. With the measurements, the Fourier 

coefficient corresponding to spatial frequency ,x yf f  

can be derived by 

0 3 2 2, , , j , ,x y x y x y x y x yR f f I f f I f f I f f I f fx yR f ,x y, . (3) 

By changing the spatial frequency, the Fourier transform 
of the response function can be obtained. The response 
function can be derived by simply applying an inverse 
Fourier transform. 

III  Experiment 
In our experiment, we measured the response function 

of a photodiode (Hamamatsu S1227-1010BR). The 
sinusoidal intensity patterns were shown on the computer 
display in turn. The patterns were projected onto the 
active area of the target photodiode through a thin lens. 
The display used (SAMSUNG LS22D300NY) was light-
emitted-diode back-illuminated. The size of the display is 

with the size of 21.5 inches (268.11 mm (H) × 476.64 mm 
(V)). The pixel size of the display is 0.24825mm (H) × 
0.24825mm (V). The display operated in 1920(H) × 
1080(V)-pixel mode. The display switched patterns every 
0.3 seconds.  

The size of the generated sinusoidal intensity pattern 
is 127×127 points. The display allows the patterns to be 
displayed in gray, red, green and blue, respectively by the 
screen. Using the monochrome patterns for illumination 
allows us to measure the response of the PV device at a 
different waveband. We used a spectrometer (Ocean 
Optics USB4000) for measurement and derived the 
optical spectra shown in Figure 1. According to the figure, 
the central wavelength of the red, green, and blue 
illumination patterns are 610 nm, 547.8 nm, and 450.4 nm, 
respectively. The figure also shows that green patterns 
have largest intensity, blue patterns have narrowest 
spectral bandwidth. 

 
Figure 1. Example of gray sinusoidal intensity pattern 
(left). Red, green, and blue sinusoidal intensity 
patterns (top-right). The spectra of the utilized display 
for red, green, and blue patterns display (bottom-right).  

 

Figure 2. Reconstructed Fourier spectra (top) and 
response functions (bottom) for gray, red, green, and 
blue (from left to right), respectively.  
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As the Fourier spectra shown in Figure 2, the energy of 
the response function is mainly concentrated at and 
around the origin of the Fourier domain. It implies that 
the response function has a sparsed representation in the 
Fourier domain. As such, we can only sample the low-
frequency region of the Fourier transform to reduce the 
number of measurements. As the results shown in Fig. 2, 
the square response area with fine structures is clearly 
reconstructed. Fig. 3 presents a 3D representation of the 
reconstructed response function for the photodiode under 
green sinusoidal structured illumination. 

 

Figure 3. 3D representation of the measured response 
function of the photodiode under green sinusoidal 
structured illumination. 

IV Conclusion 
We propose to use sinusoidal structured illumination 
generated by a spatial light modulator so as to acquire the 
Fourier transform of the response function. As the 
response function has a sparse representation in Fourier 
domain, the presented method potentially enables 
accurate and efficient response function measurement in 
photovoltaic devices. 
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The increasing demand for greater resolution, accuracy, and measurement speed, in 
three dimensional (3D) non-contact surface-shape measurement, and the challenges of real-world 
applications of measuring highly reflective, moving, and deforming surfaces has led to 
innovations in structured light methods and optical metrology, from laser based to full-field 
fringe projection methods.

Introduction
Optical methods have been used for non-contact three dimensional (3D) surface-shape 
measurement in various applications ranging from part inspection and reverse engineering in 
manufacturing, to human body scanning for biomedical and entertainment applications [1-4].
Stereovision systems employing two or more cameras can provide high accuracy calibration and 
3D point reconstruction, if the correspondences of pixels between the camera images can be 
accurately determined. Determination of correspondences is difficult without texture in geometry 
(roughness, edges, corners) or intensity.

Structured lighting
Structured light methods avoid the correspondence problem by projecting a light pattern onto the 
object surface, capturing an image of the light pattern at an angle, and performing 3D point 
reconstruction using triangulation [1,2]. Single-dot projection scanning has been used for simple 
static part inspection, and machine vision based on laser-line projection has been useful for 
industrial on-line part inspection.

Structured-light techniques evolved with multiple-line projection techniques to obtain more 
surface-shape information by a single captured image. This permitted faster 3D surface 
measurement and enabled 3D surface-shape measurement by a hand-held 3D scanner without 
requiring sensor pose tracking or surface markers [5]. This also permitted robot-mounted-sensor 
applications where the sensor is moving.

Full-field optical metrology
In response to an increasing demand for greater resolution and accuracy, and higher 
measurement speed, structured-light techniques evolved to full-field fringe projection methods,
which compute 3D point coordinates on a surface at every camera pixel. Fringe projection 
phase-shifting profilometry (PSP) uses projection of multiple phase-shifted patterns, capture of 
corresponding images, and phase computation. Earlier methods of 3D reconstruction employed 
phase-to-height mapping, determined in a calibration process by computing phase at multiple 
positions of a known, often planar, calibration object. In addition to the high resolution, the 
method have the advantages of being insensitive to ambient light and handling smooth freeform 
surfaces without surface texture.
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Hybrid optical metrology methods combine high resolution phase computation on textureless 
surfaces by fringe projection, use of the calculated phase values to determine correspondences at 
every camera pixel for stereovision, and high-accuracy stereovision calibration and 3D 
reconstruction, to improve surface measurement accuracy with simpler calibration.

Challenges of real-world applications 
Further innovations in fringe projection methods have been necessary for the challenges of 
real-world applications. Novel adaptive fringe projection methods have been developed for 
measurement of highly reflective specular surfaces and surfaces of varying reflectivity [6,7].
Fringe-projection and moiré surface-measurement methods also aim to meet the demand for 
higher measurement speed without loss of accuracy, for moving and deforming surfaces. In 
addition to high-speed hardware approaches [8], innovative techniques have been developed as 
an alternative, using fewer projected patterns and captured images, in order to maintain low cost. 
These techniques include specially encoding fringe patterns, new approaches in pixel-wise 
wavelength refinement for single-frame digital phase-shifting moiré, and geometric constraints
[9,10] to avoid ambiguity in determining correct phase from periodic phase maps. Pixel-wise 
methods further permit fast processing using parallel computing for real-time applications.
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I Introduction 
Compact and fast 3D shape measurement system is 

required in many fields such as an industrial field. In our 
laboratory, a 3D measurement method based on a grating 
projection method using a whole-space tabulation method 
(WSTM) [1] was proposed. It is possible to measure 3D 
coordinates at high speed by using a relation table 
between the phase and the coordinates at each pixel. A 
light-source-stepping method (LSSM) [2] was also 
proposed, high-speed phase shift can be achieved by 
switching the lighting position on a linear LED device. 

In this paper, a handy type 3D shape measurement 
device using linear LED devices is developed. Moreover, 
color information of the surface of an object can be 
obtained with using RGB LEDs on the linear LED device. 
Furthermore, measurement was speeding up and real-time 
measurement was realized by multithreading of the 
program. 
 

II Measurement device 
The measurement system consists of a camera, a 

projector, a control board of linear LED device, and a 
battery. Figure 1 shows the measurement device. The 
projector was downsized by using linear LED devices. A 
handy 3D shape measurement device was developed. 
Figure 2 shows a photograph of the linear LED device. 

 
Figure 1. Measurement device. 

 
Figure 2. Linear LED device. 
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Abstract 

In recent years, demands for non-contact 3D shape measurement are increased in many fields. In particular, large 
demands for product inspection in the factory are increased. In this research, a handy type 3D shape measurement device 
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Ⅲ Measurement method 
1.  Whole-Space Tabulation Method (WSTM) 
In this method, the relation table of phase and 3D 

coordinates is created in advance. Therefore, it is not 
necessary to perform complicated calculation, and 
measurement can be performed at high speed. 

 
2.  Method to obtain color information 
Figure 2 shows the linear LED device. RGB LEDs are 

illuminated for each color and images are grabbed. The 
luminance values of the three obtained images represent 
the brightness in the RGB color model. Therefore, color 
information was obtained by combining three images.  

The obtained color information can associate with 3D 
coordinates because 3D coordinates are obtained for each 
pixel of the camera. 

 
3.   Real time measurement 
3 steps of grabbing the images, analysis, and display 

are necessary for 3D measurement. Conventionally, these 
3 steps were sequentially performed, and the 
measurement time was about 720 ms. 

Therefore, in order to speeding up, 3 steps are divided 
into threads and processed in parallel. An outline is shown 
in Figure 3. 

In addition, OpenMP was used to speeding up for the 
analysis. 

 
Figure 3. Outline of multithreading processing. 

 
Ⅳ Measurement result 

Figure 4 shows the measurement result. An object is a 
leopard figure of about 50 mm in height. 

 

 
Figure 4. Result of full-color 3D measurement. 

 
Ⅴ Conclusions 

A handy type full color 3D measuring device was 
prototyped. Also, real-time measurement with full color 
by multithreading was realized. 
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I.  Introduction 
Recently, the signal-processing system based on the 

direct phase determination method has been developed 
for high-speed phase measurements in heterodyne 
interferometry [1]. However, the system is not executed 
in real time, and it is, therefore, not conventional for the 
system to apply for industrial applications.  

In this paper, we develop another FPGA-based signal-
processing system for high-speed phase measurements in 
real time. The system provides the first experimental 
result with a phase-modulation frequency of 5 kHz. 

II.  Signal-processing system 
1.  System architecture 
The principle of the direct phase determination has 

been presented in [1]. Figure 1 shows the signal-
processing architecture of the method. Two 2.7 MHz 
sinusoidal signals (reference and measurement) from a 
function generator are sampled by an available ADC 
(analog-to-digital) device at 120 MHz. For most 
heterodyne interferometers, the displacement of a target 
alternates the measurement phase. This means that the 
difference in phase between the two inputs signals is 
varied by the displacement when the reference phase is 
stationary. The main program with the use of the phase-
locked loop (PLL) and null method runs on a FPGA 

module at 120 MHz. The host program stores data into a 
storage file in real time. Because the phase shift is 
detected at ultra-high frequency (120 MHz), the artificial 
periodic error appeared needs to be removed by post-
processing (figure 1(c)). 

The main FPGA program consists of a phase detector 
(multiplier), a low-pass filter (LPF), an integrator, and a 
phase shifter. It assumes that the reference (I1) and the 
measurement (I2) are given by 

,sin
2

cos1 tAtAI  (1) 

,cos2 mtBI  (2) 

where A with B, ∆ω and m are amplitudes of the I1 and I2 
signals, the angular beat frequency, and the unknown 
phase of the I1 due to the displacement, respectively.  
2. Phase shifter 

The phase shifter drifts an any real  phase of the 
reference signal so that it satisfies the null condition (the 

 phase is controlled to be the m phase). From figure 
1(a), the -shifted reference signal is described as 

.sin'1 ΦtAI  (3) 

To create the I’1 signal, the in-signal element and the 
quadrature element generated by a Hilbert transformer are 
multiplied by trigonometric functions of the  phase. 
3. Phase detector (multiplier) 
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It provides a product of the I’1 and I2, described as 

.sin2sin
2
1' 21 mm ΦΦtABII  (4) 

The product contains a subtraction of - m, which is 
related to the displacement. The FPGA program allows 
the m to be locked by applying the PLL and null method. 
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Figure 1. Scheme of the signal-processing 
performance: (a) an overall view of system, (b) phase 
shifter, (c) post-processing. 

3. Hilbert transformer and low pass filter 
Both the Hilbert transformer and the LPF are designed 

as high-throughput N-tap FIR (finite impulse response) 
filters that run at the FPGA clock rate of 120 MHz. The 
FIR filter is expressed as 

,)()1()(
1

0

N

n
nkxnhky  (5) 

where h[k] and x[k] are the filter coefficient and the input 
data, respectively. 

To build FIR filters on the FPGA, FIR coefficients with 
their typical characteristics are firstly acquired by the 
Digital Design Toolkit [2]. The Hilbert transformer aims 
to generate the quadrature element (I1(900) = Acos( t)) 
whose phase is shifted by 900 with respect to that of the 
in-signal (I1(00) = Asin( t)). Meanwhile, the role of the 
LPF (LPF1) is to remove the high-frequency term of the 
I’1 × I2 multiplication. Therefore, we select a 32-tap FIR 
filter as the Hilbert transform that has a frequency range 
of [0.05, 0.45] with an amplitude of [-1, -1] established in 

a normalized frequency range of [0, 0.5]. A 42-tap Hann 
filter with a ratio fc/fs = 1.8MHz/120MHz = 0.015Hz/1Hz 
(fc: cuttoff frequency, fs: sampling rate) is selected in the 
[0, 0.5] in the case that the modulation frequency of the I2 
signal is in [500Hz, 10kHz]. Magnitude and phase 
responses of the 32-tap Hilbert filter and the 42-tap LPF 
are shown in figure 2&3, respectively. 

An IP Generator tool is an interactive way for users to 
induce high-throughput FIR filters on the FPGA [3]. With 
using this tool, two design types of the FIR filter 
including Multiply-Accumulate (MAC) [4] and 
Distributed Arithmetic (DA) [5] are used on FPGA 
platforms. To balance between the processing velocity of 
the filters at 120 MHz and hardware-resource usage, we 
select the DA structure, and the single-rate type where all 
functions run in a Single-Cycle Timed Loop (SCTL) at 
one FPGA clock tick [6]. 

 
Figure 2. Characteristics of 32-tap Hilbert 
transformer in [0 - 0.5Hz]: (a) magnitude, (b) phase 

 
Figure 3. Characteristics of 42-tap filter (LPF) in 
[0- 0.5 Hz]: (a) magnitude, (b) phase. 

4. Gain coefficient 
The user can adjust a G loop gain via the measurement 

signal to adapt the PLL time response as well as the 
locking stability. The G selection varies if the 
measurement is phase-modulated at different frequencies. 
5. Integrator 

To collect the phase shift, we choose a first-order 
integrator (figure 1). The transfer function (F(z)) of the 
integrator in the z-transform domain is written by  

.
1

1
][
][)( 1zkx

kyzF  (6) 
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where x[k] and y[k] are the kth-order input and output 
(phase shift) of the integrator, respectively.  
5. Interconnection between sub-parts using FIFOs 
(first-in-first-out buffers) memories in FPGA program 

Figure 4 shows an overall view of the signal-processing 
performance of the FPGA program. Three SCTLs consists 
of data acquisition, Hilbert transformer processing and 
main processing (PLL and null method). All loops run at 
the same ADC frequency of 120 MHz on the FPGA and 
are implemented continuously in a parallel working mode. 
There are two frequency types that include 120 MHz (or 
480 MHz) and 4 cycles/ sample in the program. 120 MHz 
(or 480 MHz) are FPGA clock rates, and 4 cycles/ sample 
express the throughput (h) of the filter that indicates the 
minimum input interval between two adjacent inputs. For 
our available FPGA (NI 7279R), the default FPGA clock 
rate is 40MHz. However, the FPGA uses a PLL technique 
to create multiples of 40 MHz (80MHz, … ~GHz) [7]. 
The actual throughput (H) in MSample/ second (Ms/s) of 
the FIR filter is given by 

sMs
samplecycles
cyclessMHz

h
rateclockFPGAH /

/
)/(  

(7) 
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Figure 4. An overall view of signal-processing 
performance (FPGA program) on the FPGA module. 

The user has the possibility to choose other FPGA clock 
rates and other h throughputs to make sure the H 
throughput of two filters (FIR1 and FIR) running at 120 
MHz. In the data acquisition loop (1st), the I1 and I2 
sequences are acquired at 120 MHz. In the Hilbert 
transformer processing loop (2nd), the reference sequences 
are read from the FIFO1 memory. The reference is 
filtered by the 32-tap Hilbert transformer (FIR1) to 
generate the quadrature. The reference is also delayed by 
16 samples to create the in-signal. In the main processing 

loop (3rd), the phase shift generated is stored into the 
FIFO host memory. The FIFO host finally transfers the 
data to the host computer. 

III.  Experiments and Results  
To validate the signal-processing performance, two 

2.7MHz sinusoids with 2Vpp amplitude (50Ω) from a 
function generator (Agilent 33522A) are provided to the 
method. The main program is compiled on the FPGA 
(NI7279R) equipped with the ADC (NI5733, 120MHz 
sampling rate). The I2 measurement signal is phase-
modulated at 5 kHz with a sinusoidal waveform and a 
deviation of ±3600. The data is stored into the storage file 
in real time. The post-processing program utilizing a 
Butterworth filter (LPF2, order = 2, fc/fs = 15 kHz/120 
MHz) is necessary to remove the high-frequency artificial 
error. In our experiment, we select G = 0.3 (fixed-point, 
<±16, 1>). The experimental configuration is setup as 
figure 1. Figure 5(a) shows the phase response of the 
phase shift in the domain time and a fast Fourier 
transform (FFT) analysis displays its frequency spectrum 
as shown in figure 5(b). The highest frequency peak is ~5 
kHz, and a peak-to-peak amplitude of ~7200 is obtained.  

a 

b 
Figure 5. The measurement result: (a) phase change in 
the phase shift, (b) fast Fourier transform (FFT) 
analysis of figure 5(a); the highest peak is ~5 kHz. 
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IV. Conclusion 
In this paper, we have designed the real-time signal-

processing system based on the direct phase 
determination method. The system provides the high-
speed phase measurement with a modulation frequency 
up to 5 kHz using two 2.7 MHz sinusoidal signals. The 
system is capable of being used for high-speed phase 
measurements in industrial applications. In the future, 
with improving this system, we will (1) extend the phase 
measurement with modulation frequencies up to tens of 
kHz, and more than; (2) investigate the measurement 
resolution for heterodyne interferometers.  
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I  Introduction 
The Ghost imaging (GI) is one of single pixel imaging 

methods and a correlation-based technique between 
intensity distributions of an illumination light and light 
intensities detected by a bucket detector [1,2]. Because of 
its simple setup, the GI is widely used in the field of 
quantum optics, medical imaging, optical astronomy and 
industrial inspection. Additionally, the GI is also 
attractive from the point of view of an imaging for weak 
light intensity. However, it is very difficult to obtain 
images for a moving sample due to many measurements 
for acquiring clear images for correlation-calculations. 
Therefore, the GI have been confined to applying for 
statically objects. To overcome the problem, we focused 
on a deep learning (DL) for reducing the GI 
measurements. DL is applied for prediction of true values 
by using lower information. Specifically, for imaging 
field, DL can reconstruct high resolution images by using 
lower resolution images. While, an image quality of the 
GI with lower measurements is low even though an 
information of a sample is including in the GI image. 
Accordingly, for recover the information, we attempt to 
apply the DL to the GI with lower measurements. As a 
result, it was successful to develop the GI with 60 times 
faster than the conventional GI. Additionally, we have 
observed a moving micro-particle with time resolution of 
0.08 sec. 
*mizutani@mech.eng.osaka-u.ac.jp; phone 81 6 6879 7319 

 

II  Principle of the fast GI with deep learning 
Figure 1 shows a schematic illustration of a concept of 

a fast GI with DL. Random patterned illuminations are 
irradiated onto a sample. Then intensities of interactive 
light between the light and the sample, such as scattering, 
transmittance, fluorescence and so on, is detected by a 
bucket detector. A distribution of correlation efficiencies 
G(x,y) is written as 

 

,  (1) 

 
where ΔI(x,y) is a fluctuation of the distribution of the 
illuminated light, ΔBn is a fluctuation of an intensity of a 
n-th detected light and <> is ensemble average. A 
quality of an image depends on the measurement times. 
For obtaining a clear image of the GI, it is necessary to 
measure too many times.  

To overcome the problem of the measurement times, 
we have adopted the convolutional neural network (CNN) 
as used in the field of image processing. In this work, we 
derived a possibility of light in each pixel. Figure 2 shows 
a block diagram of the CNN as used in this work The 
CNN involved some layers about a convolution and 
activation function. Furthermore, we repeated the set at 
three times. Finally, the probability map has been derived 
from the CNN.  
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III Numerical and experimental results 
Figure 3 shows numerical analysis for the GI with DL. 

We set a particle like sample as shown in fig. 3(a). In this 
analysis, we have used 5 times measurement. As shown in 
fig. 3 (b), the general GI could not reconstruct the particle 
image. On the other hand, as shown in fig. 3 (c) and (d), 
the particle could be detected clearly. 

Figure 4 shows experimental results for detecting a 
moving particle by the GI with DL and 5 times 
measurements. The sample was 5 um glass beads and we 
have used our microscopic GI system [3]. As shown in fig. 
4 (a), the image was captured in each 0.08 sec. Fig. 4 (b) 
shows a time dependent behavior of the moving particle. 
We have succeeded to develop the high-speed GI with DL. 

 

IV Conclusions 
This paper describes the high-speed GI with DL. We 

have combined the general GI with the CNN which 
derives a light probability distribution. We have 
succeeded to capture images of a moving particle in each 
0.08 sec.  
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Fig. 1 Schematic illustration of concept for fast ghost 
imaging with deep learning. 
 

Fig. 3 Simulation results of ghost imaging with deep 
learning using 5 measurements. (a) sample image, (b) 
ghost image, (c) ghost image with deep learning 
(N=100) and (d) ghost image with deep learning 
(N=200). 
 

 
Fig. 4 Experimental results of moving micro-particle 
detected by ghost imaging with deep learning (n=5). (a) 
compensated image and (b) time dependent behaviors of 
moving micro-particle. 
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I Introduction 
Purity of rice seed is one of important factor for 

breeding and cultivation. The presence of foreign seed, 
especially weed rice, can affect productivity yields [1] 
and good traits of cultivating rice seed. Thailand is one of 
major agricultural countries which exports huge numbers 
of agriculture products, especially rice, every year. 
Currently, there are more than 114 well-known Thai rice 
varieties [2] that have been cultivated throughout the 
country. Hence, risk of mixing various species in each 
cultivation is high. Therefore, rice seed production 
company or other related organizations (eg. Rice 
Department) has to ensure rice seeds purity before selling 
them to farmer. According to Rice Department of 
Thailand, the foreign rice seeds are identified and 
removed manually by naked eye of experts based on 
dominant features of interested rice seeds. This process is 
laborious and time consuming since the experts need to 
examine at least 100 grams of rice (approx. 4000 seeds) 
per production lot.  Furthermore, it is difficult to train 
their skills to next generation due to variation of rice 
seeds and degradation of rice seeds over time. 

With help of current computer vision and machine 
learning technology, it is possible to capture high 

resolution rice seed images and then identify their 
varieties [3]. At presence, there are many researchers 
working on the topic of rice seed classification and rice 
seed recognition system based on seed appearance [2]. 
However, the characteristic of rice seeds is varied with 
amount of water, climate and other uncontrollable factors. 
Thus, the developed system and its algorithm need to be 
updated from time-to-time and require large amount of 
good quality rice seed image to improve or maintain its 
accuracy. 

In this paper, we propose simple, yet effective, 
automatic imaging system based on optical set-up and 
digital camera. This system can capture high resolution 
rice seed images, which are suitable for further 
classification. 

 
II System Design 

There are various designs of automatic rice seed 
imaging system [4-5]. However, it is hard to capture 
dominant features of rice seed unless the rice seeds do not 
place properly in imaging area as shown in Figure 1. 
Furthermore, the lighting condition is also important since 
color is also one of significant and necessary parameter 
for classification. Therefore, the proposed system has to 
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be designed to satisfy given requirements. 

   

   
Figure 1. Usuable image due to improper rice seed placing 

 
Our designed system consists of three main parts: 1) 

Imaging System 2) Rice Feeder 3) Rice seed detection 
algorithm, 

1. Imaging system 
For lighting condition, ring white rice source is chosen 

for uniform light distribution in small area since size of 
rice seed is approximately 2 x 11 x 2 mm3. However, 
reflected light from background can affect color of rice 
seed and make it difficult for segmentation and 
classification. Hence, circular polarizer and linear 
polarizer are added into system to reduce the effect of 
reflected light. Furthermore, high resolution image with 
6000 dpi in 3840x2748 pixel2 can be obtained by 
combing digital camera with tele-centric lens. Thus, this 
resolution and lighting condition are sufficient for analyze 
size, shape, color or even roughness of rice seed, which 
are key features for rice seed classification. 

2. Rice feeder 
Rice feeder is necessary to convey rice seeds to 

imaging area. There are many methods such as conveyor 
[5] or bowl feeder (helical plate with vibrating motor) [4]. 
In our system, helical plate with vibrating motor is used 
since it can mostly guarantee that the rice seed will move 
into imaging area one at a time. However, disadvantage of 
this approach is the timing and the distance between each 
entered rice seed is random even if speed of vibration is 
nearly constant. Thus, optional sensor or image 
processing for detecting rice seed is needed. 

3. Seed detection algorithm 
Our system is able to detect incoming rice seed 

automatically based on image processing algorithm. 
Benefits of using image processing over adding detection 
sensor are less complexity in both system design and 
synchronization. To detect rice seed, certain areas of 
images is marked as region of interest (ROI) as shown in 
Figure 2. RGB value of pixels inside green ROI and red 
ROI are averaged (ie. (R+G+B)/3) and if the averaged 
value of green ROI is above setting threshold, then there 
is a rice seed ready for imaging. Then, system will stop 
the rice feeder and capture rice seed image. In the other 
hand, average value in red ROI is for controlling intensity 
of light. 

 
Figure 2. ROI for rice seed detection 

By integrating all following parts as shown in Figure 3, 
our developed system is shown in Fig. 3. The current 
performance of our system is fully automatic rice seed 
capture with speed of 10 seeds per minutes. In addition, 
manual operated system is possible for examining rice 
seed individually. 

 

 

Figure 3. System overview 
III Result and Discussion 
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To validate performance of our system, 6,000 images of 
three Thai rice varieties (CNT1, PTT1, RD51) have been 
captured. 

1. Quality of captured rice seed image 
Example of usable images of each rice varieties is 

shown in Figure 4, which is 5,421 out of 6,000 captured 
images (approximately 90.35%). 

   
(a) 

   
(b) 

   
(c) 

Figure 4. Example of captured images (a) CNT1 (b) PTT1 (c) 
RD51 

2. Seed classification 
Rice seed images in obtained in previous section have 

been pre-processed and trained using Support Vector 
Machine (SVM) algorithm. Then, 200 rice seed untrained 
images of CNT1, PTT1 and RD51 each are randomly 
sampled for classification. The classification accuracy for 
CNT1, PTT1 and RD51 are 98%, 99% and 97% 
respectively. 

Table 1. Accuracy of CNT1 Model 

  CNT1 Other 
CNT1 198 2 
PTT1 4 196 
RD51 6 194 

 
Table 2 Accuracy of PTT1 Model 

  PTT1 Other 
CNT1 0 200 
PTT1 196 4 
RD51 1 199 

 
Table 3 Accuracy of RD51 Model 

  RD51 Other 
CNT1 0 200 
PTT1 0 200 
RD51 184 16 

 
Performance of our designed automatic rice seed 

imaging system is good in term of quality of captured 
images and classification. In addition, this system can be 
applied to measure rice grain embryo’s size, size 
measurement and glutinous rice separation, which are our 
previous research [6]. However, for achieving more than 
90% of usable images, the capturing speed is limited to 
only 10 samples per, which is too slow for industrial 
production line but it is still acceptable for rice breeding 
research. 
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I Introduction 
We aim to realize the early detection of red tides, 

which result from plankton plagues, using our ultra-
compact spectroscopic apparatus mounted on an 
unmanned aerial vehicle; i.e., a drone. The number of 
outbreaks of red tide in the Seto Inland Sea has gradually 
decreased year by year since the 1970s. However, losses 
of fishery dams relating to red tides amount to hundreds 
of millions of yen annually. The early detection of red 
tides would allow forestry and fishery workers to be 
alarmed and floating fishery cages to be removed in time. 
Several tens of species of plankton include chlorophyll in 
photosynthesis. Chlorophyll absorbs visible light and 
generates nutritive components, and the spectral 
absorbance of chlorophyll at wavelengths of visible light 
is thus well known. Therefore, for the monitoring of red 
tides, chlorophyll concentrations in oceans are evaluated 
from spectral absorbance data acquired by artificial 
satellites. However, the temporal and spatial resolutions 
of such data are not sufficient for rapid onsets. It is thus 
expected that multicopter and fixed-wing drones will be 
used to measure chlorophyll concentrations with high 

frequency. In this case, however, light-source colors that 
vary from hour to hour and place to place need to be 
corrected temporally and spatially. We thus propose a 
light-source color correction method using Fresnel's 
equations for reflection. In this proposed method, 
specular light reflected from the sea surface, which has 
the same color as the light source, and light diffracted 
from within the ocean are physically separated and 
measured at the same moment. Employing this method, a 
developed one-shot spectroscopic imager [1]–[5], which 
is set at Brewster’s angle, detects p-polarized beams 
(internally reflected light) and s-polarized beams (surface 
and internally reflected light) separately. We obtain light-
source colors as surface-reflected light analytically. 
Additionally, the spectral reflectance of internally 
diffracted light can be calculated to estimate the 
chlorophyll concentration. 

This paper demonstrates the feasibility of correcting 
light-source colors and overcoming a wide range of 
sunlight illuminance employing near open-Nicole 
analysis. 
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Abstract 
Wide-area spectroscopic imaging by an unmanned aerial vehicle has been proposed for the early detection of red tides. 

To ensure the accurate determination of the chlorophyll concentrations of plankton, the spectral reflectance of internally 
diffused light was calculated separately from changes in the light source (sunlight), due to the time and location. The 
proposed one-shot spectroscopic line imager was set at Brewster’s angle and p- and s-analyzers were set alternately in 
each pixel. In a p-polarized pixel, the internally reflected light and surface-reflected light are detected. Surface-reflected 
light has the color of the light source. In an s-polarized pixel, only internally diffracted light is measured. The color of the 
light source can thus be estimated from the difference of the two spectral intensities. Additionally, we proposed near 
cross-Nicole analysis to compensate for the lack of the dynamic range of two-dimensional array devices. This study 
demonstrated the feasibility of the proposed method for measurements taken at a lake. We were able to identify the 
specific absorbance peak (at a wavelength of 680 nm) from corrected spectral relative intensities. 
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II Background correction with simultaneous 
detection of surface-reflected light for the light-
source color and internally diffracted light using 
two polarized beams observed from Brewster’s 

angle 
1. Principle of light-source color correction [6][7] 
Figure 1 shows that we set two types of analyzer in the 

apertural areas of multiple slits. Ocean surfaces are 
illuminated by diffused illumination because natural 
sunlight is diffracted and scattered in air. Furthermore, 
light is depolarized through the reflection of internally 
diffracted light from internal components. 

To improve the clarity of an interferogram, we set the 
multiple slits on the conjugate optical objective plane 
[3][4]. The inclination angle of the hyperspectral camera 
is set as Brewster's angle and the surface reflectance of p-
polarized beams is thus zero. Beams passing through p-
polarization filters are internally diffracted reflections 

while beams passing through s-polarization filters are the 
sum of light having the color of the light source, such as 
the color of natural sunlight, and internally diffracted 
reflections. We can easily separate the surface reflection 
and internal diffraction from these two detected beams. 

However, the intensity ratio between the surface 
reflection and internal diffraction is around 1000. 
Therefore, these two types of polarized beams cannot be 
detected using one two-dimensional light-receiving array 
device because of the poor dynamic range. To solve this 
issue of the dynamic range, the polarization angle as an s-
polarized filter is set as a small inclination angle φ 
according to Malus' law. In this case, the detected light 
ratio of surface-reflected light reduces in accordance with 
cosine φ. Considering the reduced ratio, we can separate 
surface-reflected light as light having the color of the light 
source and internally diffracted light. 
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Figure 1 Schematic diagram of the background correction method with the simultaneous detection of surface-reflected light 

having the light-source color and internally diffracted light through the observation of two polarized beams at Brewster's 
angle [6][7]. 

2. Experimental results for identifying chlorophyll 
spectral absorbance (680 nm) at a lake 

In this feasibility experiment, we observed the lake 
Saburo-ike, located near our university. A one-shot 
Fourier spectroscopic imager was set at Brewster’s angle 

(53 degrees). The red solid line in Figure 2(a) shows the 
recording of internally diffracted light as a p-polarized 
beam. Internally reflected light and surface-reflected light 
were detected by an s-polarization analyzer as shown by 
the blue solid line. In Fig. 2(b), we discriminate the 
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specific spectral absorbance of chlorophyll (at a 
wavelength of 680 nm). Additionally, we recognize the 

color of the lake water, which was green, as having high 
relative intensity around 500–600 nm. 
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Figure 2 Results of an experimental demonstration of the light-source correction method at a lake. 
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Figure 3 Experimental results of the near open-Nicole method for expanding the dynamic range of a two-dimensional array 
device to adapt for the wide range of sunlight intensity. 

As shown in Figure 3, we verified near open-Nicole 
analysis for expanding the dynamic range of a two-
dimensional array device to a wide range of natural 
sunlight intensity. We set a p-analyzer at zero degrees and 
a φ analyzer at 43 degrees for the near open-Nicole 
condition. In Fig. 3(a), the spectroscopic relative 
intensities of the p-polarized beam IP(λ), s-polarized beam 
IS(λ), and φ-analyzer Iφ(λ) are presented as solid lines. 

Figure 3(b) shows the spectral relative intensities IS(λ) 
and IS (λ) calculated using the near open-Nicole 
correction algorithm based on Malus' law. The calculated 
internally diffracted spectral reflectances of cross-Nicolle 
IS(λ) and near open-Nicole IP(λ) are shown in Fig. 3(c). 
As shown in Fig. 3(b), the calculated IS (λ) agrees with 
the measured value IS(λ). These two types of internally 
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diffracted reflectance are equivalent as shown in Fig. 2(c), 
and we thus verify the near open-Nicole method. 

4. Conclusions 
We proposed and demonstrated a light-source color 

correlation method for the wide-area visualization of 
plankton distributions, using an ultra-compact 
spectroscopic imager mounted on a drone. We were able 
to distinguish the specific spectral absorbance of 
chlorophyll (at a wavelength of 680 nm) from spectra 
recorded at a lake. 

In future work, we will equip drones with our proposed 
ultra-compact one-shot spectroscopic line imager and 
verify the effectiveness of the imager in the high-
frequency monitoring of red tides. 
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I  Introduction 
In the nanotechnology field such as ultra-precise 

processing and semiconductor manufacturing, a 
positioning is conducted precisely in an order of sub nano 
meter. The positioning accuracy must be based on a 
definition of meter and an optical interferometer with 
corrected light source such as iodine frequency stabilized 
He-Ne laser, is widely used. 

A sinusoidal frequency modulation (SFM) 
interferometer is a good candidate for high accuracy 
displacement measurement. It can directly adopt a 
frequency stabilized light source based on frequency 
modulation spectroscopy, which light source frequency is 
also modulated sinusoidal way. A SPPE achieves a high 
resolution displacement measurement. The SPPE 
demodulates a displacement with PLL and is introduced in 
grating interferometer measuring displacement based on 
grating pitch. For high accuracy and high resolution 
displacement measurement, combination of SFM 
interferometer and PLL for displacement demodulation is 
important. In these technique, a modulation index is an 
important factor. In SFM interferometer, it is a function of 
an initial optical path difference between a measurement 
and a reference arm, and a frequency excursion, and often 
varies in any practical interferometer. In SPPE, the 

modulation index causes a systematic error in 
demodulation and it must be a specific value and fixed.  

In this study, we develop a PLL demodulation method 
for SFM interferometer with arbitral modulation index, to 
achieve both high accuracy and high resolution 
displacement measurement. In this report, we demonstrate 
the feasibility of the proposed PLL on sinusoidal phase 
modulation (SPM) interferometer and discuss about a 
source of residual systematic errors. The SPM 
interferometer has similar characteristics compared to the 
SFM interferometer, and can be set its modulation index 
by electro-optic modulator (EOM). For our experiment, 
the SPM interferometer is more suitable than SFM 
interferometer, designing arbitral modulation index 
conditions. 

II  Experiment 
1.  Measuring principle 
Fig.1 shows an experimental set up. The interferometer 

is an unbalanced Mach-Zehnder type. A beam from the 
He-Ne laser is split into two beams by a first BS; these are 
a reference and a measurement beam. The phase of the 
measurement beam is modulated sinusoidal way through 
the EOM. These beams are combined by the second BS 
and then interfere. An interference signal from the PD and 
modulation indexes are represented as Eq. (1), (2), 

Systematic error correction for phase detection in sinusoidal frequency 

modulation displacement measuring interferometer 
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Abstract 

A sinusoidal frequency modulation (SFM) interferometer is a good candidate for high accuracy displacement 
measurement. It can directly adopt a frequency stabilized light source based on frequency modulation spectroscopy, which 
light source frequency is also modulated sinusoidal way. To achieve a high resolution, a method detecting displacement 
from the interference signal is an important. A SPPE using a conventional phase-locked loop (PLL) is expected to have a 
capability of high resolution, while it have a problem that displacement results have systematic errors with a period of 
quarter wavelength depending on modulation indexes on interferometers. We propose a SFM interferometer with PLL with 
successive error correction to achieve high accuracy and high resolution. In this paper, we discuss about displacement 
measurement using the proposed PLL. 
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Figure 1. Experimental setup, COL: Collimator, PBS: 
Polarized beam splitter, BS: Beam splitter, EOM: Electro 
optic modulator, PS: Prism, CAP: Capacitive displacement 
sensor, PD: Photo detector, AMP: High voltage amplifier, 
DAQ: Data acquisition devices, FG: Function generator 

, (1) 

, (2) 

, (3) 

where, , , ,  and  are amplitudes of dc and ac 
component, a phase angle from displacement, angular 
modulation frequency, wavelength and displacement, 
respectively. The displacement of the PS is demodulated 
using the PLL by the interference signal. 

 

 

Figure 2. Conventional PLL 

Fig. 2 shows the conventional PLL. The PLL is 
composed with phase detector, loop filter and numerical 
controlled oscillator (NCO). The phase detector and loop 
filter detect the phase deviation between an input signal 
and an output of the NCO. The error signal is then fed back 
to the NCO. The NCO leads or lags its phase angle to lock 
the NCO output into input signal. In the displacement 
measurement, the input signal is rewritten in following Eq. 
(3) and (4), 

 
,        (3) 

,         (4) 

where,  ,  and  are amplitudes of harmonics, the 
phase angle of 2.5th harmonic term and nth order Bessel 
function. In this paper, the 2.5th harmonic is used for the 
demodulation and NCO frequency is  to phase lock 
to the 2.5th harmonic term. 

 

Figure 3. Systematic error,  is the phase angle from 
displacement,  is the phase angle demodulated by the PLL 

 The phase angle  is demodulated by integrating the 
phase deviations in the PLL and is not directly represent 
the phase angle from the displacement. Figure 3 show 
relationship between phase angles from the displacement 
and demodulated by the PLL. In the arbitral modulation 
index conditions 2.26 and 4.96 rad, for example, the 
relationship is as an arc tangent causing systematic error in 
the measurement. The proposed PLL successively 
calculate the phase angle  from the phase angle  by Eq. 
(4). 

2.  Displacement measurement 
We demonstrate displacement measurements using the 

proposed method.  

Table 1.  Experimental conditions 

Modulation frequency 50 kHz 

Modulation index 1.0, 2.0, 3.0, 3.8, 4.0 rad 

Wavelength 632.8 nm 

Sampling frequency 600 kHz 

Sample number 650000 points ( ) 

PS displacement Sinusoidal, 1.3 , 2 preiods 

In measurements, interference signals for each 
modulation indexes are obtained separately and then are 

Phase 
deviation 

Proc. of SPIE Vol. 11142  1114201-55



 

demodulated on computer-based calculation. Concurrently, 
the capacitive sensor measures the displacement as a 
reference. Table 1 show the experiential conditions.  

III  Results and Discussion 

  
(a) 1.0 rad (f) 1.0 rad 

  
(b) 2.0 rad (g) 2.0 rad 

  
(c) 3.0 rad (h) 3.0 rad 

  
(d) 3.8 rad (i) 3.8 rad 

  
(e) 4.0 rad (j) 4.0 rad 

Figure 4. Measurement results, phase angle 
displacements and phase differences 

Figure 4 show measurement results. Figure 4 (a) ~ (b) 
are displacements from demodulated by the proposed PLL 
(red line) and obtained from reference sensor (black line). 
In each modulation index, the displacement has a same 
waveform compared to reference. This reveals the 
systematic error correction in the proposed method works. 
Figure 4 (f) ~ (j) show phase displacement differences 
between the proposed PLL and the reference. Almost two 
parts of waveform can be observed; one is long term with 
two periods and another is short term especially seen in 
Figure 4 (f). The long term waveform is caused by 
frequency difference between actual and calculated, Abbe 
offset from measurement axes of the interferometer and 

reference sensor. The short waveform is the residuals of 
the systematic error. 

 

V  Conclusion 
We demonstrate the feasibility of the proposed PLL on 

sinusoidal phase modulation (SPM) interferometer. The 
displacement is demodulated in arbitral modulation 
indexes. 
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I  Introduction 
Ultra-precision products such as optical instruments 

and semiconductor devices are composed of parts with a 
variety of geometries from fundamental flat and/or 
spherical shapes to the complex free-form surfaces. Many 
of such parts are required to be manufactured in a high-
precision up to sub-micrometer or even nanometer. Due 
to the tight tolerances in nanomanufacturing, 
nanometrology of the manufactured parts is of high-
priority for quality control of the parts as well as for 
process control of nanomanufacturing [1]. 
Nanopositioning and the related nanometrology are 
therefore necessary for this purpose [2].  

In this paper, a new method of angular measurement is 
proposed utilizing a characteristic of second harmonic 
generation (SHG). Both theoretical calculations and 
experimental demonstration are presented. 

 

II  Principle of angle measurement 
SHG is a non-linear optical process which is 

proportional to square of light intensity. In a SHG process, 
the incident wave is focused onto a non-linear optical 
crystal. The second harmonic wave which has double 
frequency of the incident wave is then generated. The 
light intensity of the generated second harmonic wave 
changes with the angle between the incident wave and the 

non-linear optical crystal. Here, the incident light is called 
a fundamental wave. Figure 1 shows a schematic diagram 
of generation of the second harmonic. The light intensity 
I2 of the second harmonic can be written as follows [3]. 

2 2 2
2 20 eff

2 12 2
1 2

8
sinc

2
k Lcd L

I I
n n

     (1) 

, where 0 and c are the magnetic permeability and light 
velocity in vacuum, deff is the effective non-linear 
coefficient, n1 and n2 are the refractive indices of the 
fundamental wave and the second harmonic wave, L is the 
optical path length in the crystal, and I1 represents the 
fundamental wave intensity. k( ) is called the phase 
mismatch and is expressed by the following equation: 

1 2
4k n n               (2) 

Since the femtosecond laser has a high peak intensity I1, it 
is possible to obtain a second harmonic wave of high 
 

Fundamental 
frequency

Second 
Harmonic

L
 

Figure 1  A schematic of second harmonic generation. 
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Abstract 
This paper presents an optical angle sensor using characteristics of second harmonic generation (SHG) which is a non-

linear process of electromagnetic field. In a SHG process, the fundamental wave is made incidence into a non-linear 
optical crystal. The second harmonic wave which has double frequency of the fundamental wave is then generated. The 
light intensity of the generated second harmonic wave changes with the incident angle of the fundamental wave to the 
non-linear optical crystal due to phase mismatch which is a factor of determining the conversion efficiency of SHG. The 
dependence of second harmonic generation on angular displacement is calculated theoretically for mode-locked femto 
second laser light source. Experiment is also carried out in order to demonstrate the theoretical calculation.  
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output even with a low average output as compared with a 
conventional laser light source.  

 
III  Theoretical calculation 

A light intensity of about 1 MW/cm2 is necessary for 
SHG. Therefore, when a femto-second laser of about 0.1 
nJ per pulse is used, it is necessary to focus fundamental 
wave in the crystal by using a lens. The characteristics of 
SHG power for focusing fundamental wave incidence is 
expressed by the following equation [4]. 

2

2
exp ( ) / 2

1

L
b

L
b

ib kbP d
L i

      (3) 

Here, b is the Rayleigh length of the focused beam, f is 
the focal length of the focusing lens, D is the incident 
beam diameter, and w0 is the light spot diameter. Because 
the intensity of second harmonic wave depends on the 
Rayleigh length, calculation was performed three different 
focal lengths of lens. Figure 2 shows the calculated results 
of the angular displacement dependence of the SHG. Here, 
the calculation was performed assuming that the 
wavelength of the fundamental wave is 1560 nm and the 
crystal thickness is 2 mm.  
 

IV  Experiment 
In order to demonstrate the principle of the angle 
measurement based on the proposed method, experiments 
were conducted with the constructed optical system. 
Figure 3 shows a schematic of the experimental setup. A 
femtosecond laser pulse (pulse width: 150 fs, wavelength 
band: 1560 nm ± 20 nm) was collimated to 3 mm in 
diameter and then focused onto a non-linear optical (Type 
I BBO crystal). By a polarizer whose transmission axis 
was set in X-direction, the fundamental wave was cut in 
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Figure 2 Simulated second harmonic light power 
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Figure 3 A schematic of the developed 
experimental setup. 
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front of the photodiode. The second harmonic wave was 
made incidence on the photodiode. By measuring the 
output voltage of the photodiode, the output of the SHG 
was measured. Figure 4 shows the results of SHG 
intensity dependence on the angular displacement of the 
BBO crystal. Here three types of focusing lenses (f = 40 
mm, 75 mm and 150 mm) were used. It was confirmed 
that the tendency of the second harmonic generation 
output shows similar tendency with the theoretical curve. 
     This research is supported by Japan Society for the 
Promotion of Sciences (JSPS) KAKENHI. 
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I  Introduction 
Absorption spectra are widely used from soft X-rays to 

terahertz waves and are useful for identifying and 
quantifying unknown components. It is potentially 
superior in quantitative and nondestructive evaluation in 
comparison with the other types of spectroscopy. To 
make full use of its merit, reliable evaluation is important. 
If the extinction coefficient (proportional to the 
absorption coefficient) is as high as 0.1 or more in the 
resonance domain (about 1 to 20 wavelengths) of a 
particle or film, there will be little difference in the 
amount of transmitted light, which makes accurate 
measurement difficult. In that case, reflectance 
measurement is indispensable. 

Since the reflectance is susceptible to the convex shape 
and the real part of the refractive index, correction is 
necessary. However, it was difficult to take these effects 
into consideration in the spectrum measurement of the 
unknown sample, because evaluation of size and shape of 
a convex was hindered by diffraction in the resonance 
domain. The geometrical optics does not evaluate the 
diffraction correctly. To resolve this problem, we 
developed the method to evaluate the extinction  

 
coefficient of particles of different shapes from 
diffraction pattern1. In this study, surface shape and the 
real part of the refractive index are considered in addition 
to the size and shape of the sample. As a case study, the 
film preparation, measurement and analysis were 
performed. Because the reflectivity is greatly influenced 
by the interference in the film, we also resolve this 
problem to evaluate the absorption correctly as shown 
below.  

 Here, RCWA was used as correction calculation. 
RCWA has the merit that it can directly evaluate the 
influence on the scattering angle distribution in the far 
field from polarized light and convex surfaces in the 
resonance domain on the surface2. On the other hand, 
incoherent light cannot be accurately evaluated because 
RCWA is coherent calculation. Conventionally, the result 
of incoherent light can be obtained by changing film 
thickness, and averaging the results3, 4. They showed that 
the reflectivity of coherent light changed periodically 
against thickness and averaging the results gave us the 
incoherent reflectivity. However, in the presence of  
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Abstract 
By analyzing both reflection and transmission spectra of an optical absorbing solid sample, reliable component 

identification of the material can be performed nondestructively. Since the reflection-absorption spectrum is affected by 
the surface shape of the film and the coherence of the light source, correction is to be made to calculate the extinction (or 
absorption) coefficient. Here, we used rigorous coupled-wave analysis (RCWA) that can evaluate the influence of 
polarized light and surface shape on diffraction angle distribution as a means of correction. Although RCWA is a coherent 
calculation, we developed a method of simulating incoherent light for absorption film. We determined the extinction 
coefficient of Rhodamine B film from the reflectance, which had the surface structure of wavelength order. 
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absorption, the amount of light absorption varies with 
thickness, which makes this process difficult. We solved 
this problem by adding a transparent film to the absorbing 
layer and changing its film thickness. The thickness of 
the additional layer does not affect the absorption. By 
changing this thickness and averaging the reflectivity 
enable us to calculate the incoherent reflectivity. This 
calculation enables us to calculate the incoherent area and 
coherent area at the same time. We simulate the light 
control film for infrared cut glass by switching the 
incoherent area to coherent area as the example.  

 
II  Method 

1.  Simulation 
To simulate incoherent light’s reflectivity by coherent 

simulation method RCWA, we added one clear layer 2 to 
absorptive layer 1 in Fig. 1. Here, d1 and d2 are thickness 
of each film, n0 and n1 are real part of refractive index and 
coefficient k is the imaginary part of refractive index. R0, 
R1 and R2 are the reflectivity of each boundary. Incident 
light enters normally the film from surface of layer 1. To 
check the effect of the layer, we subtract R1l (the 
reflectivity of layer 1 only) from R2l (the reflectivity of the 
two layer) according to geometrical optics. Equations (1) 
to (4) are the results. Here,  is wavelength.  

2
1 e .T  (1)  

12 / .kd  (2)  

2 1
4 2 2

1 0 0 1 2 1 2 1 0 1 0 2
2 2

1 2 1 0 1 2 1 2 1 0

(1 2 )(1 ) ( )
{1 ( )}(1 )

l lR R

T R R R R R R T X R R R R
R R T R R R R R T R . (3)  

where 

3 2
0 1 2 1 0 1 2 1 2

0 1 2 1 2 1 2 0 1 2

( 2 1) ( 2 2 2)
(3 2 2 ) 2

X R R R R R R R R R
R R R R R R R R R R . (4)  

Eq. (3) and some simulation indicated that the following 
conditions were important for us to assume R2l to be R1l . 

1 > / 2k d  or 1 < 0.01 / 2k d   .      (5)  

From the simulation, we found the following. As 
shown in Eqs. (1) and (2), T1 is dependent on coefficient k. 
Roughly, when Eq. (5) is satisfied, (T1)2 is almost 0 or 1 
and R2l becomes same to R1l for most R0, R1 and R2. We 
use this relationship to estimate the real part of refractive 
index n. For the sample of this time, when k>0.2 or k < 
0.002, R2l is almost same to R1l.  

 The sample is made of absorptive layer and transparent 
thick substrate. We inserted transparent additional layer 
into it in Fig. 2. The additional layer has same refractive 
index n1 to the absorbing layer.  

2.  Sample and Measurement Method 
Rhodamine B in ethanol was spin coated over the slide 

glass and etched by focused ion beam (FIB) (see Fig. 3). 
From SEM and scatterometry1, we know that the 
thickness of the Rhodamine B film is 0.65 m. The 
measurement was performed at several ten m from the 
center of the square hole fabricated by FIB. This 
distance’s parameter is s. 

Halogen lamp and 10 m pinhole is set left side of 
Fig.4, and beam spot area at the sample is about 120 m2. 
For the transmissive spectrum measurement, CCD is 
changed to optical fiber of spectrum analyzer. 

III  Results and Discussion 
From the transmissive spectrum of Fig. 6, we can 

estimate the number of digits of the extinction coefficient 
k. From pattern of the reflective spectrum of Fig. 5, we 
judged the surface of the film at “120 m” to be smooth. 
From the reflective spectrum of the “120 m”, we know 
the complex refractive index. As this case shows, 

  

Figure 1. Simulation model for the single absorptive 
film. 
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Figure 2. Simulation model for the absorptive film 
over transparent board in the experiment. 

reflective spectrum is necessary to know not only the 
precise k but also the refractive index5. From the 
reflective spectrum at the “30 m” we know the surface 
structure. The crossing of the data curve at 0.54 m gave 
us the hint about the size of surface structure. In Fig. 6, 
the calculation conditions are w=0.46 m and h = 
0.186 m. 

 We use 1.5 for refractive index n1 of the film for all 
wavelength at first. Next, we changed it so that simulation 
results should fit to the experimental data under the 
condition of Eq. (5). We use this refractive index to 
simulate 30 m and 120 m results. The complex 
refractive index of rough surface film can be estimated 
from Fig. 8  When extinction coefficient k is more than 
0.1, transmissivity does not give correct k. We used the 
data of reflectivity also, and we were able to estimate k 
more correctly. 

From Figs. 5 and 6, the max (  at the absorption 
maximum) is 580nm. Finally, we estimate k at max to be 
0.27 from data of “120 m” and 0.7 from data of “30 m”. 
They roughly agree with conventional data6. Though the 
error seems to be large, this is much better than the case 
when the shape is unknown. The error can become as 
much as 1000%. This is the clue to evaluation method of 
the complex refractive index of the particle whose shape 
and size is unknown.  
 

  

 

Figure 3. Rhodamine B membrane etched by FIB. a) 
Image of two square holes by optical micro scope and 
its coordinate. Three observed positions are indicated 
by circle. b) SEM image of the same part with 52° 
slanted.  

 

 

Figure 4. Reflective spectrum measurement system. 
Incident light passes through diaphragm, beam splitter, 
and lens.  
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Figure 5. Reflective absorption spectrum of 
Rhodamine B film whose intensity is normalized by 
that of a slide glass.  

 

Figure 6. Transmissive absorption spectrum whose 
intensity is normalized by that of a slide glass. 

  

 

Figure 7. Calculation results and the experimental 
result of normalized reflective absorption spectrum. 
The observed data is "120 m" away from the center of 
the hole. a) The extinction coefficient k changes for 
every simulation. b) The wavelength dependence of 
the refractive index n is considered. 
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Figure 8. Calculation results and the experimental 
result. "s = 30 m" is the observed data. a) Simulation 
is same as that of Fig.7b. b) The surface shape is 
considered in addition to the refractive index n.  

IV Summary 

The sample was found to be the film with rough surface 
with wavelength order. We non-destructively estimated 
complex refractive index of this unknown sample, 
considering its surface shape for the first time.  
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Abstract: The Raman spectrometer can finely separate the optical signals. Different wavelengths of light are irradiated to different
positions on the detector to obtain spectral information of the target. Improve the weak signal detection capability of the instrument
and ensure the miniaturization of the system, in order to exert more application value of the system. We design a Transmission Raman
Spectrometer Based on the Plane Reflective Grating. It provides important theoretical and technical guidance for the development of
portable Raman spectrometers.

1. Introduction
Raman spectroscopy is a scattering spectrum of an object
that reflects the molecular structure of a substance and
provides rich information. It has played an important role
in the fields of biology, chemistry, medical materials,
food industry, and geological exploration. For the wider
application of Raman spectroscopy, there is an urgent
need for miniaturization of instruments[1].

The widely-used Raman spectrometer system is the
reflection structure of Czerny-Turner (C-T). This
structure has no chromatic aberration and is not affected
by the material transmittance. It is suitable for a wide
spectral range. The transmission Raman spectroscopy
system based on the plane reflection grating can better
correct the system coma, realize the larger relative
aperture, and the structure is simple and intuitive. This
paper provides important theoretical and technical
guidance for the development of portable Raman
spectrometers.

2 Optical system parameters
The Raman spectrum range of commonly used materials
is from 250 to 2875 cm-1, with 785 nm as the excitation
wavelength, corresponding spectral range is from 797
nm to 1008 nm. The general resolution of Raman
spectral information is required to be 7~10.5 cm-1, that is,
the spectral resolution is 0.6nm at least in the whole band
needs to be realized[2]. The smaller the grating constant,
the smaller the slit, the higher the theoretical resolution
of the spectrometer.

Table 1. Parameter of optical system

Parameter Value
Laser wavelength/nm 785

Slit 10
Wavelength range/nm 797~1008
Spectral resolution/nm 0.3
Grating of groove
spacing/(lp/mm)

1200

NA 0.22
CCD pixel 14um

In this paper, we design a Raman spectrometer

system which can achieve 0.3nm spectral resolution in
the full-band. The specific optical system design index
parameters are shown in Table 1.

3 Optical System Design
The slit width is 10 microns, the angle of the incident
grating is 15°, and the focal length of the collimating
lens satisfies the formula:

1

Where a is the slit width, d is the grating constant,
is the spectral resolution, and m is the diffraction order,
is the grating incident angle[3].

The collimating lens belongs to the conventional
focal length and general relative aperture optical system.
We can use a pair of double-glued lens to correct the
aberration of 800~1008nm wavelength, and collimate the
output.

According to the grating equation:

2

where is the grating exit angle. We can get

Calculate the focal length of the imaging lens:

3

Where p is the pixel size.

Fig.1. Structure of the system

X

Y

Z
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The final optimized design optical system is shown in
Fig.1.

It can be seen from the basic parameters that the
spectroscope imaging lens belongs to the conventional
focal length. Since the beam entering the imaging lens is
increased after the beam is diffracted by the grating, a
large relative aperture imaging lens is required to
concentrate the beam.
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Fig.2. RMS of typical wavelength

The optical system image quality is evaluated by the
RMS. It can be seen from the Fig.2, that the RMS of the
typical wavelength is concentrated within one pixel.
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Fig.3. RMS of the full-band

The RMS of full-band is shown in Fig.3, it can be
seen that the optical system has uniform dispersion.
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Fig.4. RMS of two typical wavelengths

Fig.4 is the RMS of two typical wavelengths, 900 nm
and 900.3 nm. It can be seen from the Fig.4 that two
wavelength information can be separated independently.

The system has a total length of 60mm, a width of
60mm and a thickness of 30mm. Small size and high
resolution.

8. Conclusion
This paper mainly studies the spectrometer part of the
Raman spectrometer system. The whole system is
compact in structure, which can realize large relative
aperture and compensate the low diffraction efficiency of
the grating. Compared to the structural form of C-T, the
transmission system is better able to concentrate the light
within one pixel.
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Polarization camera performance optimization
Nathan Hagen, Shibata Shuhei, and Yukitoshi Otani
Utsunomiya University, Department of Optical Engineering, Center for Optical Research and Engineering (CORE), Utsunomiya, Japan

Abstract. We outline a simple calibration method for microgrid polarization cameras that is easier than existing methods and apply the method to a

commercial cameras. Experiments show the distribution of diattenuation and orientation over all of the pixels of the camera. Since the diattenuation

values are low, and the orientation varies from pixel-to-pixel, we also outline a method for taking the calibration parameters and estimating the input

polarization state. The resulting “optimization” method allows one to convert a low-performing camera into a high-performing one, albeit at lower SNR.

Keywords: Polarization, Imaging polarimetry, Image processing

1 Introduction

Polarization cameras use an array of micropolarizer filters aligned

to the detector array pixels, with the micropolarizers oriented at

angles 0◦, 45◦, 90◦, and 135◦. Due to difficulty of manufacture,

micropolarizer filters have had trouble achieving high quality mea-

surements with good orientation accuracy and high polarization ex-

tinction ratio. We show a simple method for calibrating the po-

larization properties of each micrpolarizer pixel and show how to

compensate for non-ideal characteristics in order to optimize mea-

surements.

Each micropolarizer can be modelled as an oriented linear di-

attenuator, having mean transmission A, diattenuation D, and ori-

entation angle α, represented by the Mueller matrix

Mld(A,D,α) =

A

⎛
⎜⎜⎝

1 D cos(2α) D sin(2α) 0
D cos(2α) 1−D sin2(2α) 1

4A
D sin(4α) 0

D sin(2α) 1
4A

D sin(4α) 1−D cos2(2α) 0
0 0 0 1−D

⎞
⎟⎟⎠

In order to measure the orientation and diattenuation of each

pixel in the polarization camera, we use the system layout shown

in Fig. 1. Due to the separation distance, the filtered white light

source is nearly collimated when it passes through a linear polarizer

oriented at angle θ. This polarizer is the “generator” that we use for

calibration. For unpolarized light sin = (I0, 0, 0, 0)
T incident on

the generating polarizer, light passes through each pixel’s micro-

diattenuator and reaches the detection layer, so that the Mueller

matrix measurement model for the optical signal is

g = d ·Mld(q, r, α) ·Mlp(θ) · sin .

for input Stokes vector sin and detection row vector d = (η, 0, 0, 0)
for quantum efficiency η. Here the detected signal g is in units of

photoelectrons.
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Fig 1: Optical layout for polarization camera calibration. The
optical filter is a 532± 10 nm narrowband spectral filter.

Setting the generating polarizer to orientations θ = 0◦, 45◦,

90◦, and 135◦, we obtain four measurements

g0 = Ie

[
1 +D cos(2α)

]
+ n0

g45 = Ie

[
1 +D sin(2α)

]
+ n45

g90 = Ie

[
1−D cos(2α)

]
+ n90

g135 = Ie

[
1−D sin(2α)

]
+ n135

Whereas previous calibration methods fitted pixel diattenuation pa-

rameters using images taken at a large number of different input

polarization angles,1–3 the above choice of four angles produces

simple formulas for estimating the incident intensity Ie and the po-

larization properties at each pixel α, D, and X:

Îe =
1

4
(g0 + g45 + g90 + g135) (1)

α̂ =
1

2
arctan

[
(g0 − g90)/(g45 − g135)

]
(2)

D̂ =
2
[
(g0 − g90)

2 + (g45 − g135)
2
]1/2

g0 + g45 + g90 + g135
(3)

X̂ = (1 + D̂)/(1− D̂) (4)

Because the estimates do not depend on the intensity Ie at each

pixel, calibrating the camera does not require spatially uniform il-

lumination. While differences in light level at the camera will pro-

duce differences in noise at each pixel, this broadening can be made

small in comparison to the differences produced by manufacturing

variations.

2 Experimental results

Using the above calibration method, we measured the diatten-

uation parameters of a commercial polarization camera, with a

1200 × 1800 grid of7.4 μm pixels, 110Hz frame rate, and 12 bit

depth. Figure 2 shows the histograms of the calibrated pixel char-

acteristics. Each parameter is calculated separately for each of the

four different pixel types (0◦, 45◦, 90◦, and 135◦). The optical sys-

tem axis is defined such that the mean of the 0◦ pixels is exactly

zero.

The experimental setup uses a linearly polarized incoherent

light source, generated using a white light LED, diffuser, rotatable

linear polarizer (Glan-Thompson type), and a 532 ± 10 nm nar-

rowband spectral filter. The initial datasets were collected by set-

ting the generating polarizer to 0◦ and summing over 100 frames

in order to reduce the measurement noise. The same procedure

was then used for the 45◦, 90◦, and 135◦ orientations of the gen-

erating polarizer, and for the estimation of the background. After

1
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subtracting the background, the summed images were scaled from

digital counts to photoelectron units using the camera’s gain, 8.0

photoelectrons per digital count. Taking the sum of the images,

rather than mean as is more common, is done in order to maintain

Poisson statistics in the data.

Unlike previous calibration methods, we do not use an inte-

grating sphere in order to make the illumination field uniform, as

exact uniformity is unnecessary for the parameter estimates. The

main purpose of the diffuser in the experimental setup is to remove

any residual polarization from the light source.

3 Compensating for non-ideal performance

If we model each pixel of a polarization camera as a nonideal po-

larization element, then we have a diattenuation and orientation pa-

rameter that we need to calibrate for each one. Using Mueller cal-

culus for a linear diattenuator element with diattenuation Dn and

oriented at angle αn, we obtain the measurement model

⎛
⎜⎜⎝
g0
g1
g2
g3

⎞
⎟⎟⎠

︸ ︷︷ ︸
g

=
1

2

⎛
⎜⎜⎝
2 D0 cos(2α0) D0 sin(2α0)
2 D1 cos(2α1) D1 sin(2α1)
2 D2 cos(2α2) D2 sin(2α2)
2 D3 cos(2α3) D3 sin(2α3)

⎞
⎟⎟⎠

︸ ︷︷ ︸
M

⎛
⎜⎜⎝
s0
s1
s2
s3

⎞
⎟⎟⎠

︸ ︷︷ ︸
s

,

where the gn are the measurements from four adjacent pixels (nom-

inally oriented to 0◦, 45◦, 90◦, and 135◦), M is the measurement

matrix, and s is the Stokes vector of the input light. If we try to

invert this measurement system as-is, we get a mess. However, if

we assume that the orientation errors are small, then we can use the

small angle approximation, so that all of the cosine terms are set to

1,

cos(2α0) → 1 , cos(2α1) → −2ε1 ,

cos(2α2) → −1 , cos(2α3) → 2ε3 ,

and all of the sine terms can be set to their linear arguments about

the nominal angle,

sin(2α0) → 2ε0 , sin(2α1) → 1 ,

sin(2α2) → −2ε2 , sin(2α3) → −1 .

where εn represents the angular error about the nominal orienta-

tion. If we perform the pseudoinverse, we get the analysis matrix

A = W+ used to estimate the input Stokes vector from the four

intensity measurements:

⎛
⎝ŝ0
ŝ1
ŝ2

⎞
⎠

︸ ︷︷ ︸
ŝ

=

⎛
⎝A00 A01 A02 A03

A10 A11 A12 A13

A20 A21 A22 A23

⎞
⎠

︸ ︷︷ ︸
A

⎛
⎜⎜⎝
I0
I1
I2
I3

⎞
⎟⎟⎠

︸ ︷︷ ︸
g

.

If we first consider the simpler case where the orientation er-

rors are negligible (εi = 0) then we get

A00 = 1
2
BD2(D0 +D2)(D

2
1 +D2

3)

A01 = 1
2
B(D2

0 +D2
2)D3(D1 +D3)

A02 = 1
2
BD0(D0 +D2)(D

2
1 +D2

3)

A03 = 1
2
BD1(D

2
0 +D2

2)(D1 +D3)

A10 = B
[
D2(D

2
1 +D2

3) + 2D0(D
2
1 +D3D1 +D2

3)
]

A11 = −B
[
(D0 −D2)D3(D1 +D3)

]
A12 = −B

[
D0(D

2
1 +D2

3) + 2D2(D
2
1 +D3D1 +D2

3)
]

A13 = −B
[
D1(D0 −D2)(D1 +D3)

]
A20 = −B

[
D2(D0 +D2)(D1 −D3)

]
A21 = B

[
(2D1 +D3)D

2
0 + 2D1D2D0 +D2

2(2D1 +D3)
]

A22 = −B
[
D0(D0 +D2)(D1 −D3)

]
A23 = −B

[
(D1 + 2D3)D

2
0 + 2D2D3D0 +D2

2(D1 + 2D3)
]

for

B−1 = D2
0(D

2
1 +D1D3 +D2

3) +D0(D
2
1D2 +D2D

2
3)

+D2
1D

2
2 +D1D

2
2D3 +D2

2D
2
3

It is also possible to form the analysis matrix for the more general

case (εi �= 0), though the expressions become cumbersome.
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Fig 2: Calibration results for a polarization camera, showing the pixel histograms for the four orientation angles α0 through α135

and the three intensity/diattenuation parameters Ie, D, and X. the detected intensity Ie is given in units of photoelectrons. The
overlying curves are the equivalent Gaussian distributions, sharing the measured means and standard deviations.
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Abstract: Spectroscopic ellipsometry was used to investigate the properties of aluminium-doped 
zinc oxide (AZO) thin films deposited on silicon (100) substrate via magnetron sputtering system. 
The different techniques were used to fabricate including conventional DC magnetron sputtering and 
high-power impulse magnetron sputtering (HiPIMS). The ellipsometric spectra of the prepared 
samples were performed in the range of 1.75 to 3.5 eV with 0.025 eV intervals at incident angle of 
70 degree. Two different optical models based on Cauchy and Tauc-Lorentz functions were used to 
fit and compared. The results showed that the Tauc-Lorentz based model was better to fit and extract 
the properties of interest including thin film thickness and refractive index (n). In addition, the field-
emission scanning electron microscopy (FE-SEM) images were used to confirm the results of 
thickness and ensure the using of Tauc-Lorentz model. 

 
1. Introduction  

Transparent conducting oxide (TCO) films is widely used in severally applications e.g. photovoltaics, flat panel 
displays, semiconductor lasers, light emitting diodes and solar cell [1]. In general, there are some materials that used as 
TCOs including indium-doped tin oxide (ITO), fluorine-doped tin oxide (FTO) and aluminum-doped zinc oxide (AZO). 
However, the AZO got more interested due to its high stability, low resistivity, high optical transmittance and low cost. 
The AZO thin film that could be fabricated by several techniques, such as evaporation, chemical vapor deposition, sol–
gel method, pulsed laser deposition and sputtering [2]. Among these methods, direct current (DC) magnetron sputtering 
deposition was widely used with AZO films fabrication because of its repeatability, low temperature and large scale 
process. However, the good AZO films must had high homogeneity and high density. From this point, high-power 
impulse magnetron sputtering (HiPIMS) could be an appropriate technique to fabricate AZO. In addition, it has been 
shown that HiPIMS reduced the hysteresis effect which increased homogeneity and packing density of the film [3]. 

 

2.  Experimental Details 

AZO thin films were fabricated on silicon (100) substrates by homemade magnetron sputtering system. The 3 inches 
diameter of AZO material and 99.999% purity argon were used as sputtered target and sputtered gas, respectively. Prior 
to deposition, the system was pumped down to the base pressure of 5×10-6 Torr by rotary and turbomolecular pumps. 
The AZO films were prepared with different technique including conventional DC magnetron sputtering, labelled 
sample as “AZO-DC”, and high-power impulse magnetron sputtering (HiPIMS), labelled sample as “AZO-HiPIMS”, 
respectively. During deposition for 20 min, Ar flow rate and operating pressure were respectively set at 80 sccm and 
4.2×10-3 mbar for AZO-DC while those of AZO-HiPIMS were respectively set at 100 sccm and 2.1×10-3 mbar. For 
AZO-DC sample, the DC bias power was constantly set at 100 W. For AZO-HiPIMS, the bias power was set its 
frequency at 100 Hz while the duty cycle was set at 400 μs. The as-deposited films were characterized by spectroscopic 
ellipsometer (J.A. Woollam, Inc.; VASE). The ellipsometric spectra were performed in the range of 1.75-3.5 eV with 
0.025 eV intervals at 70 degree. The optical model of silicon substrate/2 nm of Si native oxide/AZO thin film/surface 
roughness, which the optical properties of AZO layer was defined by different function of Cauchy and Tauc-Lorentz 
(TL) [4], was used to fit with the measured spectra and extract the properties. In addition, the thickness results were 
confirmed by field-emission scanning electron microscopy (FE-SEM) images in cross-sectional view. 

 

3.  Results & Discussions 

The measured ellipsometric spectra were fitted with both Cauchy and TL based optical models then compared together 
as shown in Fig. 1 and 2. The results showed that the TL based optical model represented the best fit with the measured 
Ψ and Δ spectra. This indicated that the TL based model was a suitable model for AZO thin films. From the TL model, 
the thickness of AZO-DC and AZO-HiPIMS were determined as 337.4 and 313.8 nm, respectively. Fig. 3(a) showed 
the refractive index dispersion for both samples. The results showed that the AZO-HiPIMS had higher index than the 
AZO-DC sample. The refractive index of AZO-DC and AZO-HiPIMS at 550 nm were 1.90 and 1.97, respectively. This 
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Proc. of SPIE Vol. 11142  1114201-75



thickness, the prepared samples were characterized by FE-SEM. The film thicknesses obtained from both techniques 
were in good agreement as shown in Fig 3(b).  
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Fig. 1. Measured and fitted Ψ and Δ parameters from Cauchy and TL models for the AZO-DC sample  
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Fig. 2. Measured and fitted Ψ and Δ parameters from Cauchy and TL models for the AZO-HiPIMS sample 
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Fig. 3. Comparison of (a) refractive index spectra between AZO-DC and AZO-HiPIMS and (b) thickness results from 

SE and FE-SEM.  
 

4.  Conclusion 

The AZO thin films were fabricated by conventional DC magnetron sputtering and HiPIMS techniques. The prepared 
films were characterized for their properties by SE. The optical models based on Cauchy and TL were used and 
compared. The results showed that the TL model was an appropriate model for AZO films. The thicknesses and 
refractive index spectra were extracted from the model. The HiPIMS film had higher index than the film from 
conventional DC. This indicated that the AZO film could be increased their density by HiPIMS technique. In addition, 
the thickness results from SE were compared with those from FE-SEM to ensure the extract properties.  
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I  Introduction 
The optoelectronic functions of porous silicon (PS), 

particularly its photoluminescence and electro-
luminescence are attractive and promising features [1, 2]. 
The optical properties of PS layers are determined by 
their nanostructures. PS nanostructures are formed by 
electrochemical etching of silicon substrates in 
hydrofluoric acid (HF). Depending on doping level and 
type, the formation method of PSi and resultant 
nanostructures are different. For n- or n+-type silicon, the 
PS layer is obtained by anodization of P-doped silicon 
chip in HF with etching-side or backside illumination. 
The formed n+-type PS nanostructure is sometimes not 
uniform. To investigate the morphology of n+-type PS, 
imaging ellipsometry studies has been carried on. The 
measurement results show that imaging ellipsometry is a 
powerful tool to characterize materials. 
 
 

II  Measurements 
1.  Experimental setup 
Figure 1 shows the configuration of the imaging 

ellipsometry system [3-4] built by our group. The light 
from xenon lamp passes thorough an optical filter (for 
530, 590, 650, 720, 780 nm, respectively), a convergence 
lens system, a linear Gran-Thompson polarizer, and then a 
compensator. The reflected light from the sample surface 

 
*lianhua@yamanashi.ac.jp; phone 81 55-220-8448 

passes through an analyzer and an Offner imaging system 
(NA=0.07), and then is collected by a CMOS device 
(2592×1944 pixels, 12 Bit). The detection area of the 
CMOS device is 6.4 4.8 mm2. The incident angle is 50 . 
The lateral resolution of the imaging system is about5 m 
at the wavelength of 530 nm. The image plane of the 
CMOS device was carefully adjusted to receive the entire 
image in focus. Rotating compensator method was 
employed to obtain the ellipsometric parameters DEL ( ) 
and PSI ( ) of samples. These parameters are defined by, 

,)exp()tan(
s

p

r
r

j
                         (1) 

where rp and rs are the Fresnel reflection coefficients of p 
and s polarized light, respectively. By analyzing the 
relationships of DEL and PSI with refractive index and 
film thickness of samples, we can investigate the sample 
morphology. 

CMOS device

Offner imaging 
system

Polarizer

Analyzer

Compensator

Lens

Xenon Lamp & 
optical filter

Sample  

Figure 1. Configuration of imaging ellipsometry setup 
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Abstract 

Imaging ellipsometry studies of n+-type porous silicon layers are presented. The morphology of n+-type porous silicon 
is discussed in accordance with two-dimensional measurement results of refractive index and thickness. The results show 
that imaging ellipsometry is a powerful technique for materials characterization. 
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2.  n+-type porous silicon preparation 
The PSi layer was formed from P-doped, (111)-

oriented, and <0.018 cm silicon substrates with an Al 
back contact. Anodization was performed in a mixture 
solution of aqueous HF (46 wt.%) and ethanol (approx. 
2:5) at a constant current density of 3 mA/cm2. The layer 
with thickness of approximately 0.5 m was obtained by 
etching 200 s under illumination (by a cold light source) 
of 2000 LUX (see Fig. 2a). Figure 2b and 2c show the 
optical image of the formed PSi layer and its cross-
sectional electron micrograph image, respectively. The 
optical image of Fig. 2b indicates that the nanostructures 
of n+-type PS layer is not uniform. 

       

(a)                                                 (c) 

Figure 2. (a) Anodization setup for sample preparation. 
(b) Optical image of n+-type PS layer. (c) Cross- 
sectional electron micrograph image of the sample. 

3.  Ellipsometric measurement results and 
discussion 

Imaging ellipsometric measurement was carried out at 
above-mentioned five wavelengths. Figures 3a and 3b 
display DEL and PSI maps of the region in Fig. 2b at the 
wavelength of 650 nm. To obtain two-dimensional 
refractive index and thickness of n+-type PS, DEL and 
PSI maps of  five wavelengths were analyzed. Figures 4a, 
4b and 4c illustrate real refractive index, extinction 
coefficient (at =650 nm), and thickness maps of the 
sample, respectively. The average thickness is about  470 
nm, which is very close to the value predicted from Fig. 
2c. The thickness changes irregularly over the 
measurement region. The real refractive indices and 
extinction coefficients changes periodically, which is 
corresponding to the intensity distribution shown in Fig. 
2b. It indicates that the thickness of the PS layer is mainly 
decided by the etching time. The nanostructure of the PSi 

layer is, however, strongly affected by the illumination. 
During formation of PS, multi-reflection interference 
occurs  by the thin layer, which induces periodic 
distribution of intensity across the sample. This may be 
one of the reasons which cause periodic nanostructures 
formation. 

          

 

 

 

 

(a)                                    (b) 

Figure 3. (a) Ellipsometric DEL map and (b) the 
corresponding PSI map of n+-type PS layer at the 
wavelength of 650 nm. 

 

 

 

 

 

(a)                           (b)                             (c) 

Figure 3. (a) Real refractive index map, (b) the 
extinction coefficient map at the wavelength of 650 
nm, and (c) thickness map. 

 

III  Conclusions 
Imaging ellipsometry was used to characterized n+-

type PS layer. The single point measurement ellipsometry 
is not available for investigation of the optical properties 
of non-uniform layers or micro-patterned samples. The 
measurements results provide imaging ellipsometry as a 
powerful tool for characterization of new materials. 
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I Introduction 

Reflecting surfaces are widely used in optical systems to 
make the whole system compact. Instruments from space 
telescopes to ground telescopes, remote sensing 
spectrometers, microlithography all use multiple fold 
mirrors [1]. Traditional materials for metal mirrors include 
aluminum, gold and silver for optical applications. 
Among them, aluminum (Al) coatings are common due to 
high reflectivity over a wavelength range. For an ideal 
mirror, the reflection coefficients of s and p polarizations 
are equal, where a metal coated mirror reflects more s 
polarized light than p polarized light at a non-normal 
angle of incidence. The difference of complex amplitude 
reflection coefficients creates a phase difference between 
s and p polarized lights. This unwanted linear retardance 
can deteriorate image quality [1].  

Lam et al. [2] reported that polarization aberration can 
be balanced by using crossed fold mirrors. Gold mirrors 
are selected in their simulation process which in practical 
makes the system expensive and can be used only in 
infra-red region. 

Bare Al mirrors react with oxygen in air, creating a 
*suchandra@opt.utsunomiya-u.ac.jp;  

thin oxide layer on the top of the mirror surface. This can 
further increase the proper linear retardance which is 
excluded from geometrical transformation.  

In this manuscript, we determine the naturally formed 
oxide layer thickness by fitting the linear retardance of 
aluminum mirrors with a theoretical model for the 
Fresnel’s reflection coefficients. We report the effect of 
oxide layer thickness on the cancellation of linear 
retardance using two different pairs of crossed fold 
mirrors. 

II Theoretical background 

We employ Polarization ray tracing (P) matrices [3] to 
determine the polarization cancellation and analyze the 
polarizing state evolution for each mirror surface. P 
matrix is generalized 3x3 Jones (J) matrix which is 
obtained by using,  

1
,, inqoutqq OJOP , (1) 

here q represents the surface number and Oq,out and Oq,in 
are the exiting and incident orthogonal matrices 
respectively which transform the Jones matrix of mirror 
from local to global coordinate system. Orthogonal matrix 
is functions of orthogonal polarizations (s, p) and 
propagation vector (k),  
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Abstract 
We analyze the influence of oxide layer thickness on polarization cancellation using crossed fold mirrors. We measure 

the linear retardance of three individual aluminum coated mirrors over the visible to near infra-red region by employing a 
spectroscopic Mueller matrix polarimeter. By fitting the measured linear retardance data with the theoretical model 
described by Fresnel’s law, the native oxide layer thickness of three mirrors are determined as 4.40 nm, 5.75 nm, and 4.10 
nm respectively. We perform polarization cancellation by using crossed fold mirrors. The oxide layer thickness difference 
of 1.35 nm between the first two mirrors limits the polarization cancellation to 0.65° of retardance at 650 nm. We show that 
the first and last fold mirrors having nearly same amount of oxide layer thickness reduces the residual quantity to 0.15° at 
650 nm.  
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The propagation vectors (k) in xyz coordinate system are,  

Orthogonal polarization components s and p depend on 
the propagation vector as, 

Jones matrix in Eq. 1 is the mirror’s polarization property 
and can be written as, 

100
00
00

p

s

r
r

J , 
 
(5) 

where, sr and pr are the apparent reflection coefficients 

derived from the Fresnel’s model shown in Fig.1. It can 
be formed as, 

where 01r  and 12r are the Fresnel reflection coefficients 

for medium 0 to 1 and for medium 1 to 2 respectively for 

s and p polarized light.  is the phase change of light 

which occurs due to oxide layer thickness in this model 

and it is functions of refractive index )( 1n , 

thickness )(d of oxide layer and can be represented as,  

 

01 cos2 idn  . 
(7)

By using Eq. (1-7), overall P matrix is determined by 
cascading 1st, and 2nd mirrors P matrices, shown in Eq. 8. 
By using singular value decomposition, P matrix is 

decomposed into retardance )( RM and diattenuation 

matrices )( DM as, 

R12 MMDPPP . (8) 

Retarder matrix is an Unitary matrix whose Eigen values 

( 321 ,, ) are complexed valued. Two of the three 

Eigen values denote fast and slow axes whose argument 

difference is the linear retardance )( after cancellation 

which is, 
]arg[]arg[ 21 . (9) 

III Experimental set up and results 

An Axometrics Mueller matrix polarimeter is used for the 
measurement of polarization properties of Al mirror. Fig. 
2 shows the schematic diagram of experimental set up. It 
consists of polarization state generator (PSG) and 
polarization state analyzer (PSA). The PSG comprises a 
polarizer (P) oriented at 0° and a rotating retarder (R1) 
having rotational angle . Another rotating retarder (R2) 
having rotational angle 5  and an analyzer (A) oriented 
at 0° are placed in PSA. The system uses a Xenon arc 
lamp white light source and retrieves the polarization 
parameters as a function of wavelength. The Mueller 
matrix polarimeter is set at reflection mode and three 
aluminum coated mirrors (M1, M2, and M3) are placed 
individually at 45° angle of incidence.  
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Figure 1. Theoretical model of Fresnel’s law by considering 
oxide layer thickness on the top of Al mirror. 

Figure 2. Experimental setup for measurement of 
polarization cancellation using two crossed fold mirrors  
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Measured linear retardance of three individual 
mirrors are shown in Fig. 3 over spectral range 500 nm to 
800 nm. The theoretical value of linear retardance for a 
bare aluminum mirror is shown by black curve. The 
measured linear retardance of the mirrors are also shown 
in Fig. 3 and a mismatch is clearly visible between the 
theoretical and measured linear retardance values due to 
natural oxide layer that has formed on top of the 
aluminum mirrors. By using Eq. [6-7], the measured 
linear retardance data of the real aluminum mirrors are 
fitted by considering oxide layer thickness. The resulting 
oxide layers for three individual mirrors are estimated as 
4.40 nm, 5.75 nm and 4.10 nm respectively.  

For cancellation of linear retardance, two individual 
sets of crossed fold mirrors are chosen. The first set of 
crossed fold aluminum mirrors M1 and M2 have different 
thicknesses of naturally formed oxide layers 4.40 nm 
and5.75 nm. The mirror pair is placed in the sample path 
of the Axometrics polarimeter. The 1.35 nm difference of 
natural oxide layer thickness yields a residual amount of 

 

linear retardance of 0.65° at 650 nm after cancellation as 
shown in Fig. 4.  

The second set of crossed fold Al mirrors M1 and M3 

have oxide layer thicknesses that are close to one another 
i.e. 4.40 nm and 4.10 nm respectively, so that the residual 
amount of linear retardance after cancellation goes down 
to 0.14° at 650 nm as shown in Fig. 4. Since Aluminum 
mirrors are dispersive in nature, linear retardance of 
individual mirror is wavelength dependent as shown in 
Fig. 3. The difference in linear retardance between two 
mirrors are equal over spectrum as evident from Fig. 3. In 
support of this, Fig. 4 demonstrates that after cancellation 
of linear retardance by using two fold mirrors, the residual 
amount of linear retardance is almost constant over 500-
800 nm for both cases. 

IV Discussion and conclusion 

The native aluminum oxide layer thickness of Al mirrors 
is determined by measuring their polarizing property of 
aluminum mirrors. The amount of oxide layer on 
aluminum mirror may vary from mirror to mirror and this 
has been confirmed by measuring three individual 
aluminum mirrors’ linear retardance. The impact of the 
naturally formed oxide layer on polarization cancellation 
using crossed fold mirrors is demonstrated. For accurate 
polarization measurements, polarization cancellation 
needs to be performed in the optical systems where fold 
mirrors are highly used and polarimetry is combined with 
the systems like telescope, spectrometer, and 
microlithography.  
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Figure 4. Impact of oxide layer thickness on linear 
retardance cancellation using crossed fold aluminum 
mirrors. 

Figure 3. Linear retardance of bare aluminum mirror (obtained 
from theory) and real aluminum mirrors with measured (dots) 
and fitted (curves) oxide layer thickness. 
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ABSTRACT 

This paper proposed a new high precise optical shape measurement system with full-field 
heterodyne interferometry. Optical elements with large aperture and long focal length have been 
widely used in high-end optical system, such as high-resolution telescope, deep ultra-violet 
lithography and so on. The shape accuracy of optical elements has a significant impact on the 
performance of these systems. When the surface shape of optical element with long focal length is 
measured by a conventional interferometer, environmental factors, such as vibration and airflow, 
often have a great influence on the measurement accuracy due to the long interference cavity.  

 
To solve the problem, we proposed a small, high-stability, high-precision dynamic interferometer 
for surface shape measurement of optical element, using heterodyne technology to suppress the 
effects of vibration and airflow, self-developed high-performance AOFS (Acousto-optic frequency 
shifter) with Hertz-class to generate two coherent beams with a fixed beat frequency. One beam, as 
measuring light, is reflected by the surface under test and interfered with the reference beam. As a 
result, the shape information of the optical element surface is modulated in the interference signal. 
The array detector is used to detect the modulated signal, and the shape information could be 
obtained by digital demodulation. We also use fiber point diffraction technology to generate an ideal 
reference wavefront, and it can improve the absolute measurement accuracy of the system and 
miniaturize the dynamic interferometer. The schematic of full-field heterodyne interferometer is 
shown in Figure 1. 

 
Figure 1. the schematic of full-field heterodyne interferometer 
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We adopt the scheme of Hertz-class continuous heterodyne phase shifting. Compared with 
traditional mechanical phase shifting technology, it has the advantages of accurate phase shift, good 
repeatability, high stability and low process difficulty. And high accuracy is easier to achieve, 
especially suitable for dynamic measurement of optical lens or system with long focal length and 
large aperture. 
 
In dynamic interferometry, environmental vibration, airflow and detection noise usually conform to 
certain distribution laws. As the sampling time of the detection signal increases, the influence of the 
noise tends to mean value. Compared to traditional mechanical four-step phase shift or multi-step 
phase shift, heterodyne phase shift demodulates phase with higher precision. Through fast 
multicycle sampling combined with higher frequency domain analysis algorithm, vibration, laser 
energy fluctuation, detector shot noise, coherent noise and electronic noise can be effectively 
suppressed and it could further improve the measurement accuracy of the interferometer. 
 
In order to verify the feasibility of the system for high-precision measurement of optical element 
with long focal length, we set up an experimental device to verify the repeat measurement accuracy 
of the interferometer. The experimental device is shown in Figure 2. 

 
Figure 2. experimental device of full-field heterodyne interferometer 

 
On this basis, we carried out a dynamic test of the shape of a mirror 10 meters away for measurement 
of 16 times. The test results are shown in Figure 3. 

 
Figure 3. repeated measurement results of 16 times with long interference cavity Proc. of SPIE Vol. 11142  1114201-84



According to the experimental results, full-field heterodyne dynamic interferometer can measure 
the optical element with long focal length with high precision better than λ/1000, and verify the 
ability of the interferometer to suppress vibration and air turbulence. It can solve the problem of 
shape measurement of optical element with long focal length and realize development of 
miniaturized interferometer. 
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I  Introduction 
Owing to low cost and relatively easy process, resin 

materials become popular in manufacturing like small 
containers of daily life, and large pipes for water supply. 
Even through depending on the materials, the resin often 
scatters the light which passes through it, and renders the 
objects translucent. The dimension of resin-based objects 
with cylindrical or cylinder-like openings can be 
measured with instruments like vernier calipers. During 
measurement, the tips of gauges are adjusted to fit the 
inward-facing points of objects.  

Here, we introduce an optical noncontact profilometry 
for cylindrical openings of resin-based objects by using 
disk beam probe. Similar probe was developed by several 
groups [1-3] for inner profile measurement of opaque 
objects. The inner surface of these objects was rough so 
that the image sensor could collect strong light scattered 
from the surface. The inner surface of resin-based objects 
is, however, smooth, which increase stray light, 
especially when the alignment is not perfect. In this work, 
the stray light was minimized efficiently by using 
polarizer embedded in the camera.  

 
II  Measurement 

1.  Measurement principle 
Figure 1 shows the optical arrangement of the disk 

beam probe. The collimated straight beam from a 
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laser source illuminates the right circular conical mirror. 
The laser beam reflected on the tip surface of the cone 
mirror forms a disk-shaped light sheet. When the disk 
beam sections the interior of the object, the intersection 
results in a closed line. A camera embedded with a wide-
field lens and a polarizer collects the image of profiles. 
The disk beam plane and sensor plane are parallel. In this 
design, the dimension do of the object is obtained through 
following relationship with that di of the image, 

i

o
io s

sdd
,                                (1) 

where so and si are the distances from the lens to the disk 
beam plane and from the lens to the sensor plane, 
respectively. 

y

x

si so

Semiconductor 
Laser

Lens

Right circular 
conical mirrorImage 

sensor Polarizer

 
Figure 1. Configuration of optical arrangement of the 
disk beam probe. 

 
2.  Translucent objects 
Different from the opaque objects, the translucent 

objects scatters light not only on the surface, also inside 

Optical profilometry of cylindrical openings for translucent objects 
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Abstract 
A measurement method for the cylindrical openings profile of translucent objects is introduced. The optical probe 

consists of a semiconductor laser, a right circular conical mirror, and a camera embedded with a wide-field lens and a 
polarizer. The inner profile of an object made of resin was measured. The solution of problems occurring during 
measurement was discussed and practically verified. 
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the material. The light collected by the camera includes 
both that scattered on the surface and that scattered inside 
the object. When the object surface is smooth, and 
alignment of the probe and the object is not perfect, 
strong specular reflection occurs on the surface out of 
focus plane and consequently stray light occurs around 
the intersection line. Figure 2a shows scattering 
phenomenon, which was taken from outside the opening 
of the translucent objects. Figure 2b is the image collected 
through the probe. From Fig. 2b, we can see very clearly 
the stray light.  

 

(a) 

 

(b) 

Figure 2. (a) Transmitted and (b) reflected lights by a  
translucent object were observed, while the disk beam 
illuminates it. 

 
3.  Experiment results 
When light is reflected by the surface, it will be 

partially polarized [4]. The light reflected by the surface 
out of the focus plane induces stray light for the 
measurement probe. The stray light shown in Fig. 2b is 

due to this reflection, and may be minimized by using a 
polarizer.  

To measure the inner profile of this translucent object, 
we built the optical probe based on our previous work [2].   
The diameter of base of the right circular cone mirror was 
5.0 mm. A semiconductor laser with wavelength of 635 
nm (beam size  3mm) was employed for a light source. A 
CCD camera (PixeLink, 1024×768 pixels, 8 Bit, 4.65 m 
pixel pitch,) was used to capture the intersection profiles.  
The inverse longitudinal magnification so/si of the lens is 
13.00. A polarizer set in front of the lens is carefully 
adjusted until the stray light is minimized. Figure 3 shows 
the image collected after polarizer adjustment. From Fig. 
3, we can see the stray light decreased significantly. A 
threshold filter is applied to Fig. 3, and the profile 
coordinates are obtained on the image plane (see green 
round in Fig. 4). Through the regression analysis of the 
cloud of measurement points [3], the diameter of the 
opening was obtained as 33.48 mm, while the results 
measured by the mechanical caliper was 33.55 0.09 mm.   

 

Figure 3. The collected image with the probe 
developed in this work. 

 

III  Conclusions 
To solve problems in measurement of translucent 

object, a camera embedded with a polarizer has been 
employed for the disk beam probe. It can minimize the 
stray light effectively. Same method can be applied to 
measurement of inner profile of the opaque objects with 
smooth surfaces. 
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Figure 4. Inner profile (green round) of sample and the fitted 
results (pink line) 
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I  Introduction 
Micro manufacturing technologies such as micro 

electro mechanical system (MEMS) have developed 
remarkably in the past several decades. In order to 
measure and evaluate the geometric shapes of micro parts 
like MEMS, micro three-dimensional coordinate 
measuring machine (Micro-CMM) is often used. In 
principle, the diameter of the probe sphere of Micro-
CMM is required for a measurement based on Micro-
CMM. Considering that those probe spheres are usually in 
the size of 100 μm scale, and the required measurement 
accuracy is 50 nm or less, it is necessary to ensure that the 
diameter of the probe sphere of the Micro-CMM is 
measured with an accuracy of 10 nm. In this case, making 
use of whispering gallery mode (WGM) resonance, an 
optical phenomenon which is discovered only within the 
sphere, a new measurement principle specialized for 
microsphere measurement is proposed [1]. In this 
microsphere measurement method, the mode number of 

WGM resonance is necessary. Until yet, this mode 
number was usually estimated by fitting with the 
theoretical value, which may lead to incorrect result. In 
order to measure the mode number directly, a method of 
detecting the near-field light intensity on the surface of a 
microsphere in WGM resonance condition by a scanning 
near field optical microscopy (SNOM) probe was 
proposed [2]. 

In this paper, in order to study the disturbance on the 
near-field light intensity distribution caused by the SNOM 
probe, a numerical analysis based on COMSOL 
Multiphysics was conducted.  
 

II  Measurement Principle 
1.  Principle of Diameter Measurement Based on 

Whispering Gallery Mode 
WGMs are the light propagation mode along the sphere 

surface. As shown in Figure 1 left, the light propagates 
along the equatorial line of the sphere in WGMs. When 
an integer multiple of the wavelength of the propagating 
light is equivalent to the circumference of a sphere, the 
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Abstract 

The accuracy of Micro-CMMs for three-dimensional shape measurement is influenced by the size and the shape of the 
probe sphere, which is usually about 100 μm scale. In order to measure the diameter of those microspheres precisely, a 
new method based on whispering gallery mode (WGM) is proposed. In order to get the mode number of a WGM, which 
is necessary for diameter measurement, a method of using a scanning near field optical microscopy (SNOM) probe to 
measure the near-field light intensity of WGM on microsphere surface is proposed. Then in order to verify the disturbance 
of the SNOM probe on WGM resonance conditions, a numerical analysis was conducted. As a result, although the SNOM 
probe will cause the light intensity on the surface of the microsphere drop, the mode number can be correctly measured if 
the near-field light intensity can be detected sensitively.  
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Figure 3. The disturbance to light intensity distribution caused by the probe in different probe position. 

light resonates, which is called WGM resonance. This 
integer multiplied is called mode number. If the resonant 
wavelength and the mode number is known, it is possible 
to calculate the length of circumference, that is, the 
diameter of the sphere. 

 
 
 
 
 
 
 

Figure 1. Schematic of WGM (left); Light intensity 
distribution of a traveling wave WGM resonance (right) 

2.  Principle of Mode Number Measurement 
Next, the principle of mode number measurement is 

explained. In WGM resonance condition, according to 
traveling wave or standing wave, there are two states of 
light intensity distribution in the sphere. If the light is in 
traveling wave state, as shown in Figure 1 right, because 
of the light propagation is much faster than the response 
speed of detector available in actual experiment, the 
detectable intensity distribution will be uniform along the 
circumference. Conversely, if the light is in standing wave 
state, as shown in Figure 2, the intensity distribution is 
static, and the intensity changes periodically surround the 
circumference on the surface of the sphere. In addition, 
the   light   that   distribute   outside   the   surface   of   the  

 

Figure 2. The light intensity distribution of WGM resonance. 

microsphere (near-field light) shows the same periodic 
variation, so that it is possible to detect the periodic 
variation of the light intensity by a SNOM probe, then, 
mode number can be obtained. 

However, in order to detect the near-field light, the tip 
of SNOM probe must be put very close to the surface of 
microsphere (less than wavelength scale). So the probe 
may disturb the light intensity distribution. 
 

III  Numerical Analysis of Near-Field Light 

Intensity distribution outside the microsphere 
In order to evaluate the near-field light intensity 

distribution disturbance caused by the SNOM probe, a 
numerical simulation was conducted. For the sake of 
computational complexity, the model was planar, and the 
SNOM probe was imagined as a pointed probe of uniform 
golden material. The probe is scanned at a distance of 50 
nm near the surface of a circle in WGM resonance 
condition. The diameter of the circle was 20 μm, and the 
scan range of the probe was between ±1 μm. Because the 
scan range is very small comparing with the circle 
diameter, the scan direction was set to vertical (from 
below to above, see Figure 3). In addition, the 
microsphere and the surrounding medium are set to glass 
(n=1.5013) and air (n=1), respectively, and the 
wavelength was set to 1549.48 nm, which is a WGM 
resonance wavelength. According to Figure 3, the light 
intensity surround the circle surface changed evidently 
according to different probe positions. This phenomenon 
was due to the periodic interference of the probe to the 
resonance condition.  

Next, the details of the disturbance of the near-field 
light intensity distribution caused by the probe is explaned. 
Figure 4 shows the maximum light intensity inside the 
circle when the probe was in different scanning positions.  
It is obvious that the maximum light intensity became 

[a.u.]
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lower when the probe pointed the strong light region 
directly. Otherwise, when the position of the probe was 
between two strong light regions, the maximum light 
intensity became larger. According to this result, when the 
probe scanned the circle surface in WGM resonance 
condition, whether the measured distribution can show 
similar tendency with the no-probe case become worthy 
of discussion.  

 
Figure 4. The periodic variation of maximum light intensity 
inside the circle according to probe position. 

a  
Figure 5. Light intensity on the circle surface in no-probe case. 

 
Figure 6. Light intensity on the circle surface when the probe 

exists. 

Figure 5 shows the light intensity distribution on the 
circle surface in no-probe case, and Figure 6 shows the 
light intensity at some sampled positions on the circle 
surface when the probe was pointed to that position. As 
the results shown in Figure 5 and Figure 6, although when 
the probe existed, the light intensity on the circle surface 
is much lower than no-probe case, whether the probe 
exists or not, the distribution of the light intensity is 
similar. This result suggested that if the light intensity on 
the surface of the microsphere can be detected sensitively, 
even if the light intensity distribution is affected by the 
probe, the mode number can be measured correctly.  
 

IV  Conclusion 
For measurement of microsphere diameter based on 

whispering gallery mode, the mode number of WGM 
resonance is required. In order to obtain the mode number, 
a method of measuring the near-field light intensity 
distribution on the surface of microsphere by SNOM 
probe was suggested. In this paper, a numerical analysis 
of WGM resonance in a simplified circle-and-probe 
system was conducted, and the result showed that the 
SNOM probe will cause the light intensity on the surface 
of the microsphere drop due to the disturbance to the 
WGM resonance condition, but it will not change the 
periodic distribution of light intensity. Therefore, it is 
possible to measure the mode number by a SNOM probe.  
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I  Introduction 
The bistatic scattering measurement has a broad 

application background in recent years. For example, the 
scattered solar-blind ultraviolet (UV) light can be used in 
free-space optical communication to provide a non-line-
of-sight (NLOS) link when the line-of-sight (LOS) link 
between transmitter and receiver is blocked. The light 
attenuation in the bistatic scattering measurement has 
been discussed recently. Most of the literatures focused 
on the effects of the measurement system structure on the 
light attenuations through the atmosphere. However, 
aerosol particles existed in the link of the measurement 
system also have important influence on the measurement. 
In the paper we for the first time investigate the light 
attenuation in the bistatic scattering measurement using 
the actual aerosol data in Beijing area in China. We relate 
the light attenuation with aerosol extinction coefficient 
and asymmetry factor. 

 

II  Single Scattering Characteristics of 

Atmospheric Aerosol 
The extinction coefficient and asymmetry factor are the 

two important optical properties of aerosol particles. 
Aerosol extinction coefficient is used for characterizing 
the ability of scattering and absorbing light of aerosol 
particles. And asymmetry factor represents a preferred 
direction in scattering. The value is 1 if the scattering is 
completely in the forward direction and -1 for completely 
backward scattering. Otherwise, visibility, known as 
meteorological optical range, also depends on aerosol 
extinction coefficient, and low visibility may affect the 
bistatic scattering measurement. Therefore, we consider to 

choose the aerosol data in low visibility days for 
investigating the effects of aerosol extinction coefficient 
on the light attenuation in the bistatic scattering 
measurement. In this paper, we choose four days in 2018 
in Beijing area and collect the microphysical and optical 
properties of atmospheric aerosol of these four days from 
AERONET as data samples. After investigating the 
visibility of the whole spring in 2018 according to the 
data from China Meteorological Administration, we find 
that there are four days with quite low visibility, with 
corresponding atmospheric aerosol extinction coefficient 
values of 1.83, 2.39, 3.69 and 3.40, respectively, with unit 

of 1km . Those are the four days we have chosen. 

The aerosol particles in real atmosphere exist in the 
form of a group of particles with different sizes and 
optical properties. Therefore, for the bistatic scattering 
measurement in real atmosphere, atmospheric aerosol 
extinction coefficient should be defined as the total 
extinction cross section of all particles with different sizes 
in a unit volume, in the form of  normalized extinction 
coefficient, as follows. 

max

min

r

extr
C r n r dr                                                     (1) 

in which is aerosol extinction coefficient, extC is 

aerosol extinction cross section and n r is the size 

distribution of atmospheric aerosol particle . 
Similarly, the asymmetry factor of real atmosphere 

should also be defined as the normalized asymmetry 
factor of all asymmetry factors of all particles with 
different size distributions and optical properties. Here we  
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give the normalized asymmetry factor: 

max

min

max

min

r

extr
r

extr

n r C r g r dr
g

n r C r dr
                                             (2) 

III  Light Attenuation of Bistatic Scattering 

Measurement 

In this part, we build a bistatic scattering measurement 
system model and the system geometry is depicted in Fig. 
1. The demonstrations and the corresponding values of 
the system parameters are shown in Table 1.  

 

Figure 1. Structure of bistatic scattering 
communication system 

Table 1.  Demonstration and values of the system 
parameters. 

Parameter Demonstration value 

T  the inclination angle 
of the transmitter 30 ,6060  

T  the azimuth angle 
of the transmitter 90  

R  the inclination angle 
of the receiver 30 ,6060  

R  the azimuth angle 
of the receiver 270  

T  The beam width of 
the transmitter 10   

R  The beam width of 
the receiver 30  

Firstly, we analyze the effects of aerosol optical 
properties mentioned in the above section on the bistatic 
scattering measurement. The changes of light attenuation 

with aerosol asymmetry factor and extinction coefficient 
are shown in Fig. 2 and Fig. 3. We have considered 
different system structure. Fig. 2 are the results in 
assuming the inclination angle of transmitter and receiver 
are (30°, 30°) and Fig. 3 for (60°, 60°). 

 
Figure 2(a). Light attenuation for different aerosol 
extinction coefficient for the system angle pair of (30°, 
30°) and measurement range 50r m   

 
Figure 2(b). Light attenuation for different aerosol 
extinction coefficient for the angle pair of (30°, 30°) 
and measurement range 200r m  

As shown in Fig. 2(a) and Fig. 2(b), the light 
attenuation increases along with aerosol asymmetry factor. 
And the light attenuation of long-range measurement is 
much higher than that of short-range measurement. 
Notably, for short-range measurement ( 50r m ), higher 
aerosol extinction coefficient leads to higher light 
attenuation and for long-range measurement ( 200r m ), 
higher aerosol extinction coefficient leads to lower light 
attenuation. This is because for short-range measurement, 
when the aerosol extinction coefficient is low, the photons 
from the transmitter have lower probability to be scattered 
by aerosol particles and thus cannot be scattered towards 
the receiver. However, for the long-range measurement, 
when the aerosol extinction coefficient is quite high, the 
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photons from the transmitter may be scattered too much 
by aerosol particles and then be scattered away from the 
receiver.  

In Fig. 3(a) and Fig. 3(b), we analyze the condition of 
another pair of the inclination angle of transmitter and 
receiver. In this condition, we can also obtain the 
conclusion proposed above. Specially, comparing Fig. 3 
with Fig. 2, we find that when the inclination angles of 
transmitter and receiver are larger, the light attenuation of 
the bistatic scattering measurement system becomes lower. 

 
Figure 3(a). Light attenuation for different aerosol extinction 
coefficient for the angle pair of (60°, 60°) and measurement 

range 50r m  

 
Figure 3(b). Light attenuation for different aerosol 
extinction coefficient for the angle pair of (60°, 60°) 
and measurement range 200r m  

Then we investigate the light attenuation of the system 
for the given four days we have chosen. As shown in Fig. 
4(a) and Fig. 4(b), the light attenuation of the system 
increases along with the measurement range. Similarly 
with the conclusion we obtained above, when the 
measurement range is shorter than 150 m , the higher 
aerosol extinction coefficient leads to lower light 
attenuation and for the measurement range longer than 
150 m , the higher aerosol extinction coefficient leads to 
higher light attenuation.  

 
Figure 2(a). Light attenuation for the given four days 
for the angle pair of (30°, 30°) 

 
Figure 2(b). Light attenuation for the given four days 
for the angle pair of (60°, 60°) 

In conclusion, in the bistatic scattering measurement 
system, an increase of atmospheric asymmetry factor and 
measurement range strengthens the light attenuation. And 
specially, for short-range measurement, higher aerosol 
extinction coefficient can reduce the light attenuation and 
for long-range measurement, the light attenuation will 
definitely increase with aerosol extinction coefficient. 
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I. Introduction 
Structural vibration analysis is used to verify the safety 

and reliability requirements of engineering structures and 
to provide early detection of mechanical failures [1]. For 
large engineering structures such as bridges, a common 
measurement practice is to mount tens to hundreds of 
accelerometers at critical points on the structure [2].  

In addition to the high cost of this practice, the service 
reliability of accelerometers cannot match the nominal 
service-life of bridges without the costly replacements [2]. 

One of the alternatives for vibration monitoring of 
bridges is long-range laser Doppler vibrometry (LDV) [3]. 
LDVs provide non-contact measurement of remote 
surfaces by measuring the Doppler frequency shift of a 
reflected laser beam due to the motion of a target surface.  

However, LDVs have in principle a limited applicability 
for large structures, because laser beams should be applied 
perpendicularly to target surfaces. Consequently, tilted 
surfaces need more complex setups (multiple LDVs or 
robotic LDVs) which can be used for more compact targets 
(e.g. cars [4]), but not for much larger structures. Therefore 
this work introduces a new method that extends the 
scanning applicability of LDVs to large structures in order 
to support structure health monitoring of critical 
engineering assets. 

II. Flyable Mirrors Method 
The method introduced here measures vibration of large 

structures using an LDV and one or more reflective mirrors 
attached to drones [5], as shown in Figure 1. 
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The LDV is mounted on a motorized motion stage, 
allowing adjustment of tilt and rotation angles by a central 
control unit. The reflective mirrors on the drones guide the 
laser beams from the LDV to scan a specific area of a large 
structure. The primary benefit of the method is its cost-
efficiency, as structures can be scanned using a single LDV 
and a drone. Flyable mirrors are typically thin, light sheets 
that require only low-cost drones with payload capacities 
of a few hundred grams. The operating cost is significantly 
low thanks to recent advances in autonomous drone 
navigation and control. A key safety advantage of the 
method is that micro-drones have limited collision risk in 
case of sudden failure compared to a heavy drone carrying 
a complete LDV. 

 
Figure 1. The principle of using reflective mirrors 
attached to micro-drones to increase accessible LDV 
scanning of large engineering structures [5] 
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Abstract 

Laser Doppler vibrometers (LDVs) provide an efficient method for measuring the surface vibration of a remote target 
using the Doppler shift of a reflected laser beam. However, LDVs have limited applicability for the evaluation of large 
structures, e.g. bridges and wind turbine towers. In this study, a new scanning method utilizing flyable mirrors is introduced 
to enable a single LDV unit to scan a large structure via reflection of the laser beam from mirrors attached to drones. 
Preliminary tests have been performed to measure structural vibrations between 2 and 900 Hz through an LDV and a flyable 
mirror attached to a micro drone.  

Keywords: laser vibrometry, micro drones, reflective mirrors, structure health monitoring, vibration analysis. 
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Qualifying the flyable mirror method for practical 
measurement applications requires investigation of several 
challenges: 
- Influence of internal vibration noise generated by the 

drone’s propellers on measurement quality. 
- Positioning stability and accuracy of drones carrying 

flyable mirrors. 
- Measurement performance for different ambient 

conditions, geometric arrangements, and distances. 
This paper presents initial investigations of the first 

challenge, the influence of the drone's vibration noise. 
Measurements were performed in laboratory conditions 
using a mirror fixed to a quadcopter and a vibration target 
represented by an electro-mechanical shaker.    

III. Experimental Setup 
A key challenge to the flyable mirror method is the 

efficiency with which the target vibration can be separated 
from the internal vibration noise generated by the drone’s 
propellers. A simple experiment is considered, as shown in 
Figures 2 and 3. A vibration target is created on top of an 
electro-mechanical shaker by feeding sinusoidal signals 
using an arbitrary generator into a power amplifier, which 
drives the coils of the shaker armature. The LDV is used to 
measure the vibration through two paths in series. Path 1 is 
a reference path with one fixed mirror (part of the test 
stand) between the LDV and the shaker, while Path 2 
additionally includes the mirror attached to the microdrone 
(a quadcopter model AR Parrot 2) hovering above the 
shaker. 

LDV Mirror

Path 1
Micro Drone

Shaker

Path 2

Mirror

Soft Link to Hold 
Drone Position

X

(Fixed)

(Flyable)

 

Figure 2. Schematic of experimental arrangement, the 
fixed mirror is a part of the LDV test stand 

The experiment uses an LDV model PSV-400 from 
Polytec [4]. The frame of the LDV is equipped with a 
passive and active damping table to mechanically isolate 
the LDV from the shaker excitation and any other 
mechanical noise. 

A soft link is added between the drone’s boom and a 
stationary point to constrain the drone’s position without 
attenuating the vibration of the propellers. The vibrations 
measured through Paths 1 and 2 are examined for two 
groups of target vibrations of the shaker: the low-frequency 
group of (2, 5, 9) Hz represents common resonance 
frequencies for large bridges [2, 3], while the high-
frequency group of (200, 500, 900) Hz represents common 
rotating harmonics from gearboxes in wind turbines. The 
sampling frequencies are 1.2 kHz (minimum LDV 
sampling rate) and 12.8 kHz (available LDV rate higher 
than 10 times the target frequency) for low and high 
frequencies, respectively.  

 
  

Figure 3. Experimental setup for measuring remote 
vibrations using an LDV and flyable mirror method  

IV. Results 
Figure 4 shows the fast Fourier transform (FFT) 

magnitudes of the high-frequency group for the two paths. 
A nearly constant frequency-independent attenuation is 
observed between the reference path (Path 1) and the 
flyable mirror path (Path 2).  
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Figure 4. FFT magnitudes for high vibration 
frequencies measured through Path 1 and Path 2 

This loss may be due to imperfect reflectivity of the 
drone mounted mirror in addition to the large incident
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angle to the shaker. These factors will be thoroughly 
investigated in future experiments. 

 Figure 5 shows the FFT magnitudes of the low-
frequency group for the two paths at which irregular 
attenuation is observed. The drone is shaking around its 
position with a frequency near 2 Hz. Such drone’s activity 
causes additional energy to the overall FFT spectrum of the 
LDV’s measured signal as the shaker frequency 
approaches drone’s shaking frequency.  
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Figure 5. FFT magnitudes for low vibration 
frequencies measured through Path 1 and Path 2 

Time waveforms of the 900 Hz signal are shown in 
Figure 6; signals for Path 1 and Path 2 are in phase. 
High frequency disturbances to the Path 2 signal, 
between 8 and 10 seconds, are a result of weak high 
frequency harmonics of drone’s noise at multiple 
BPFs .  In addition, a regular attenuation of the signal’s 
amplitude is induced which matches magnitude 
attention in Figure 4 due to the incident angle and the 
imperfect reflectivity of drone’s mirror.   
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Figure 6. Time waveform examples for 900 Hz 
vibration signal measured through Path 1 and Path 2 

For demonstrating the results at a single target 
frequency, FFT spectrums for Path 1 and Path 2 are 
depicted in Figure 7. The drone blade pass frequency 
(BPF) is approximately 60 Hz (as measured using

acoustic noise), which is observable in Path 2 in Figure 
7. Because the noise of the drone can be predicted in 
advance based on the propeller speed, a low pass or 
band pass filter can be used to routinely filter out this 
noise. Thus except for the narrow bandwidth filtered 
out around BPF, the full spectrum is available. These 
results support the potential use of flyable mirrors for 
low and high frequency applications. 
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Figure 7. FFT spectra for vibration signals measured 
through Path 1 and Path 2 for a 5 Hz vibration signal 

V. Conclusions 
The flyable mirror method, comprising LDV 

measurements using a mirror attached to a drone, enables 
cost-effective vibration monitoring of large engineering 
structures. Several challenges have been identified to 
ensure the method is sufficiently mature for application in 
realistic conditions. A crucial challenge is related to the 
vibration noise from the drone’s propellers, which could 
limit the applicability of the flyable mirror method. A basic 
experiment was conducted to study the influence of this 
noise source on the measured signal of a shaker set to 
vibrate at different frequencies: 2, 5, 9, 200, 500, and 
900 Hz. The drone noise was found to match the blade pass 
frequency (BPF) around 60 Hz. Vibration measurements 
that are higher than the BPF were attenuated by a nearly 
constant factor due to the incident angle and the imperfect 
reflectivity of the flyable mirror. In contrast, measurements 
below the BPF were additionally subjected to significant 
disturbance caused by low frequency shaking of the drone. 
Investigating the influence of incident angles on drone’s 
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mirror and broadening the frequency range of structural 
vibrations are planned for future work.  
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I  Introduction 
Recently, the interest in three dimensional nano-periodic 

structures has been stimulated by useful functions, such as 
photonic crystals. Machining methods into a large area is more 
desirable for a highly efficient fabrication. It is also necessary to 
control the period of the structure flexibly. 

For high machining efficiency and flexibility, we propose 
three dimensional lithography process by the combination of the 
Talbot effect and multiple exposure. The Talbot effect has a three 
dimensional periodic light intensity distribution generated by 
light transmitted through the diffraction grating. Applied this 
phenomenon to a lithography, the periodic structure can be 
fabricated into a large area[1]. In the proposed method, a three 
dimensional periodic structure can be fabricated by rotating a 
grating and performing multiple exposure. The fabricated 
structure can be controlled by the pitch, rotation angle and 
position of the grating. In this paper, we performed multiple 
exposure using a grating with a period of wavelength order. As a 
result, we succeeded in fabricating a three dimensional periodic 
structure in the area of millimeter order. 

 
II  Fabrication method of three dimensional 
periodic structure by the Talbot lithography 

   1.  Principle of the Talbot lithography using multiple 
exposure 

Figure 1 shows a schematic diagram of the fabrication method 
of a three dimensional nano-periodic structure. We focused on a 

coplanar rotation of the grating to perform multiple exposure that 
superimposes light intensity distributions. As shown in fig. 1(a), 
after the grating is irradiated with UV light, periodic light 
intensity distribution called the Talbot effect is generated in the 
photoresist. The Talbot distance ்ݖ , which is the period in the 
vertical direction, is given by ்ݖ = 2݀ଶ ⁄ߣ . (1) 

Here, d is the pitch of the grating and λ is the wavelength of the 
light source. Subsequently, as shown in fig. 1(b), second exposure 
is performed after rotating the grating by an arbitrary angle θ. As 
a result, three dimensional periodic structure can be fabricated by 
superimposing light intensity distributions in two exposures. The 
period of the structure can be controlled by the wavelength, 
grating pitch, rotation angle and position; that is, this method has 
high flexibility and machining efficiency. 

(a) (b) 

 
Fig. 1 Principle of fabrication of three dimensional 
periodic structure. (a) The Talbot effect and (b) three 
dimensionalization of structure by multiple exposure. 
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Abstract 

Recently, there has been considerable interest in large area fabrication methods of three dimensional nano-periodic structures, such as 
photonic crystals and biomimetic structures. The Talbot lithography is known as a high efficient fabrication method using periodic light 
intensity distribution. However, because of difficulty to fabricate a three-dimensional structure, processing flexibility is low. The purpose 
of this study is to develop a highly efficient and flexible fabrication method using the Talbot lithography. In the proposed method, the 
three-dimensional light intensity distribution is generated by grating rotation and multiple exposure. In the experiment, a structure having 
three dimensional period of wavelength order was fabricated in the area of millimeter order. Hence, the proposed method is promising 
as a high efficient and flexible fabrication method of three dimensional nano-periodic structure. 

Keywords: Talbot effect, lithography, three dimensional nano-periodic structure, multiple exposure. 
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  2. Fabrication process of nano-periodic structure 
    Figure 2 shows the fabrication process of nano-periodic 
structure by the Talbot effect. In the Talbot lithography, the 
structure was fabricated by six processes. First, as shown in fig. 
2(a), a photoresist was spin-coated on a substrate to form a film. 
Next, as shown in fig. 2(b), the sample was pre-baked using a hot 
plate for the solvent volatilization. Subsequently, as shown in fig. 
2(c), a grating was placed on the photoresist, then exposed by UV 
light. The pitch of the diffraction grating was 750 nm. In the case 
of multiple exposure, after the grating was rotated by θ, the 
sample was exposed again. After exposure, as shown in fig. 5(d), 
post-baking was performed to complete the photosensitive 
reaction. Then, as shown in fig. 5(e), the photoresist was 
developed. Finally, as shown in fig. 5(f), the sample was rinsed. 
In this experiment, SU-8 3010 was used as a negative photoresist. 

 
 Fig. 2 Procedure of the Talbot lithography. (a) Spin-
coat, (b) pre-baking, (c) exposure, (d) post exposure 
bake, (e) development and (f) rinsing. 

 
III  Fabrication result of periodic structure 

    Nano-periodic structures were fabricated by the lithography 
using the Talbot effect and multiple exposure. Table 1 shows the 
fabrication results of nano-periodic structures. First, in the single 
exposure process, observing from the cross section A, a structure 
in which a periodic light intensity distribution of the Talbot effect 
was transferred was fabricated. The period in the horizontal 
direction was 760 nm, which almost corresponded to the 
theoretical value of 750 nm. The period in the vertical direction 
was 3.57 μm. It is assumed that the difference from the theoretical 
value of 5.22 μm was attributed to shrinkage during drying after 
rinsing. In addition, observing the structure from the cross section 
B (perpendicular to A), holes were progressing in the horizontal 
direction. From the above result, the usefulness of the Talbot 
lithography using single exposure was indicated. 
    Next, we attempted to fabricate three-dimensional structure by 

rotating the grating by 90° and two exposures. Observing the 
surface of the structure, a two-dimensional grating structure was 
fabricated in the area of millimeter order. Observing from the 
cross section A, a structure having a period in two directions was 
observed. Observing the structure from a cross section B, same 
structure was also fabricated. In both cross sections, the period in 
the horizontal direction was 759 nm, and the period in the vertical 
direction was 2.61 μm. This value corresponded to the theoretical 
value on the same order. From the above results, it was shown that 
a three dimensional nano-periodic structure was fabricated by the 
Talbot lithography using multiple exposure. Hence, this method 
enable fabrication with high processing efficiency and flexibility. 
 

Table 1 Fabrication results of periodic structure by the 
Talbot lithography using single and multiple exposure.  

 

IV  Conclusion 
We provided a three dimensional lithography process by 

combination of the Talbot effect and a multiple exposure. The 
three dimensional structure with the period of wavelength order 
was fabricated in the area of millimeter order. Therefore, the 
proposed method is promising for fabrication method with high 
efficiency and flexibility. 
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I  Introduction 
For manufacturing fine devices and next-generation 

functional parts, there is a demand for fabrication technology of 
three-dimensional microstructure. For example, in order to 
create metamaterial expected to be applied to optical camouflage 
and super lens, it is necessary to construct an artificial dielectric 
with a metal structure of several tens of nanometers. So far 
several microstructural fabrication methods using focused beams 
such as two-photon reduction method [1] and focused ion beam 
[2] have been studied. However, it is difficult to process three-
dimensional microstructures in range smaller than 100 nm by 
conventional methods. In addition, majority of conventional 
micro fabrication techniques using focused beam has to be 
conducted in liquid phase, which leads to a problem that the 
structures can be destroyed of deformed by  

 
Figure.1 Confinement based on optical trapping potential 
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the surface tension of liquid when getting the structures out of 
liquid. 

In this research, we propose an additive method by localizing 
nanoparticles based on optical trapping potential in air 
condition[3]. In this report, we aim to improve the optical 
trapping efficiency to gather the nanoparticles into focal spot by 
utilizing the radial polarization. The component in the direction 
of the optical axis of the electric field near the focal spot 
becomes remarkably strong[4], which is important in processing 
speed of the proposed three-dimensional fabrication method . 
II Concept of laser additive processing based on 

optical trapping potential 
When nanoparticles are exposed to a focused beam, an optical 

trapping potential would be evoked. The range of nanoparticles’ 
Brownian motion would be limited, and the position of 
nanoparticles would be confined into the central area of the 
optical trapping potential as shown in Fig.1. We propose the 
following processing method utilizing this phenomenon. 

As shown in Fig.2, a volatile solvent airborne droplet 
containing nanoparticles is supplied near the focused beam, and 
the airborne droplet is localized at the valley position of the 
optical trapping potential by the focused beam. During or after 
the airborne droplet being confined by the optical trapping 
potential of the focused beam, the volatile solvent would 

Optical Trapping of Airborne Droplet for Laser Fabrication of 3-Dimensional 

Structure based on Optical Potential using Radially Polarized Beam 
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Abstract 

Processing technology for manufacturing fine devices and next-generation functional parts are required. In this study, by focusing on 
the optical trapping potential due to the electric field intensity gradient, we aimed to process three-dimensional microstructures in a 
range smaller than 100 nm by localizing and three-dimensionally accumulating nanoparticles without being limited by the diffraction 
limit. In this paper, we aim to improve the optical trapping efficiency which is important in processing speed of three-dimensional 
microstructure by utilizing the fact that the component in the direction of the optical axis of the electric field becomes remarkably 
strong near the focal point of the radially polarized focused beam. 
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vaporize so that only the nanoparticles would be left in the 
location where the airborne droplet was confined. By relatively 
three-dimensionally scanning the substrate and the focused 
beam, nanoparticles are localized at desired positions one after 
another, and the particles are adhered to each other by surface 
force such as atomic force, and finally the three-dimensional 
structure could be additively fabricated.  

Conventionally, several energy threshold based processing 
techniques were proposed, which are difficult to maintain the 
processing energy. We proposed to use optical trapping potential, 
on which processing resolution is expected to easy to control 
although potential of Brownian motion was to be considered. By 
doing so, it is expected to process microstructures with as 
narrow as sub 100 nm structures. Moreover, since this method is 
not premised on processing in solution and can be processed 
directly in air condition, we can avoid the problem of 
destruction of the processed object during solution drying due to 
the above solution surface tension. 

 

Figure.2 Conceptual diagram of proposed method 

 Airborne droplet particles trapping 

experiment using radially polarized beam 
In order to realize three-dimensional structuring of fine 

particles by the proposed method, we conduct basic experiment 
to verify improvement of optical trapping efficiency using 
radially polarized beam. In the radially polarized beam, the 
polarization direction is radially distributed in the cross section 
of the beam and the component in the direction of the optical 
axis of the electric field becomes remarkably strong near the 
focal point of the focused beam. By using this, the improvement 
of the optical trapping efficiency can be expected. 

In this experiment, optical trapping of airborne droplet 
particles in air condition using a linearly polarized beam and a 
radially polarized beam was performed. We qualitatively 
examined the optical trapping efficiency improvement by 
radially polarized beam. 

1.  Experimental Setup 
An experimental setup for a basic experiment using a radially 

polarized beam was designed and constructed as shown in Fig.3. 
A fiber laser (continuous wave, linearly polarized) with a 
wavelength of 1064 nm and a maximum output of 20 W is used 
as the light source. In this experiment, a radially polarized beam 
is generated by using a radial polarization converter. That is 
composed of a twisted nematic liquid crystal uniformly wrapped 
in an annular shape and can convert the linearly polarized beam 
into a beam that has a continuous radial polarization distribution. 
Fig.3 shows the generated radially polarized beam. 

For the sample, water airborne droplet in a diameter of about 
10μm were used. Also, in order to trap airborne droplet, a 
chamber was used to accommodate the airborne droplet particles 
in a fixed place. 

 

Figure.3 Schematic diagram of the experimental setup 
 

2.  Optical trapping of airborne droplet in air condition 
To test the functionality of the experimental setup, optical 
trapping airborne droplet in air condition using linearly 
polarized beam was performed as shown in Fig.4(a). Fig.4(a) 
shows the trapped airborne droplet observed from the side 
observation system. The power of the laser near the focal point 
is about 0.5 W. The light that can be observed is the scattered 
light of the airborne droplet that is visible when the airborne 
droplet is irradiated on the laser. When the position of the lower 
objective lens is moved upward, the scattered light also shifts 
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upward as shown in Fig.4(b). When the light source is shut off, 
the scattered light becomes invisible as shown in Fig.4(c). 
Therefore, it can be confirmed that the optical trapping was 
successful. The scattered light in Figure.4(c) can be seen, when 
airborne droplet is not trapped. This light is considered to be a 
light scattered at the upper objective lens.  

3.  Radially polarized beam 
To trap the airborne droplet using radially polarize beam, 

radial polarized beam was generated. The Cross sectional 
intensity distribution of linearly polarized beam coming out of 
the light source can be seen as shown in Figure.5(a). When a 
radial polarization converter was incorporated in the 
experimental setup, the cross sectional intensity distribution of 
the radially polarized beam can be seen in Figure.5(b) [4]. 

Since the functionality of the experimental setup was verified 
and radially polarized beam was generated, comparative 
verification experiment using linearly polarized beam and 
radially polarized beam will be performed. 

 Conclusion 

In this research, we proposed a three-dimensional 
microstructure processing method by localization of fine 
particles based on optical trapping potential. In this report, in 
order to realize three-dimensional structuring of fine particles by 
the proposed method, fundamental optical trapping of the 
airborne droplet experiment was performed and radially 
polarized beam was generated. In the future, comparative 
verification experiment using linearly polarized beam and 
radially polarized beam will be performed. 
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(a)trapped                                                          (b) moved upward 
Figure.4 Trapped airborne droplet in air condition  
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I Introduction 
Sheet bulk metal forming as a new manufacturing 

process challenges optical measurement technologies. The 
increase in the number of small functional elements and 
the surface characteristics make a measurement more 
complex and effortful. The formed surfaces combine 
diffuse and direct reflecting areas. Especially optical 
measuring systems reach their limit with these varying 
surface properties [1]. In addition, lubricants like Beru-
forge 152DL (BF152DL) are applied on the workpiece 
before the forming process. After the forming process, the 
expected lubricant layer thickness lies between 5 μm and 
35 μm. The properties of the lubricant are a water-based 
basic fluidity, wax particles and a milky consistency, 
which makes measurement with optical measuring 
instruments more difficult. The paper presents a solution 
to measure the lubricant within the expected film thickness 
to evaluate the impact on the measurement result of the 
fringe projection system. 

II Related Work 
Various paper already dealt with thin film measurements 

with fringe projection systems. Palousek et al. [2] investi-
gated the influence of matt coatings, titanium coating or 
chalk powder spray. They determined the measurement 
deviation and the variance. Mendericky et al. [3] performed 

an acceptance test to evaluate the eligibility and accuracy 
of the fringe projection system. They therefore measured 
the thickness of antireflection coatings and coatings to matt 
the surface. Now the most common methods to measure 
film thicknesses are nondestructive optical methods like 
ellipsometric, reflectometric and interferometric measure-
ments [4]. However, ellipsometry and reflectometry are 
only suitable for the measurement of small surfaces, as they 
only measure a single point at a time. A large surface leads 
to an increasing measurement time [5]. Interferometric 3D-
profile measurements of thin layers have their preliminary 
application in the micro electronic industry [5, 6]. To 
measure film thickness on sheet bulk metal formed parts it 
is suitable to use the fringe projection method, as this is a 
fast and extensive method to measure these geometries. 

III Experimental setup 
This chapter presents the developed fluid film thickness 

standard for the optical measurement of thickness 
dependent thin film properties, describes the results of the 
focus variation measurements and finally presents the 
measurement setup for the fringe projection measurements. 

1. Developed fluid film thickness standard 
The fluid film thickness standard (Figure 1) was realized 

as a 30 mm x 30 mm square metal block with a height of 
10 mm. To measure the film thicknesses a wedge - shape 
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Abstract 

Sheet bulk metal forming processes pose challenges for fringe projection systems, as the lubricant applied for forming 
could influence the measurement result. The lubricant layer has an expected film thicknesses smaller than 35 μm after the 
forming process. This paper presents an approach for the measurement of the lubricant layer influence on fringe projection 
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on the standard deviation of the measurement results and a significant deviation of the detected surface on fluid film 
thickness standard with the applied lubricating film. 
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was milled in the middle of the standard (green). The 
wedge cavity covers a thickness range from 6 μm to 
100 μm. The absolute heights can be determined with two 
planes (black) that are positioned next to the wedge and use 
as common reference plane. These areas have higher 
requirements to the surface roughness and parallelism. The 
principle for the measurement of thicknesses is known 
from DIN 32567-4:2015-06-00. Two plateaus are placed at 
the thin and thick end of the wedge cavity for the in- and 
outflow of a lubricant. The plateaus have a height of 60 μm 
and 5 mm. The first plateau includes a hole for the inflow, 
in which a medical tube with a closure is inserted, so that 
the lubricant can be poured in. A small drain on the thin 
plateau allows the extra lubricant and air to escape. Various 
engraved reference lines (red) ensure the repeatability of 
the measurements and data evaluation regarding the lateral 
position and orientation. An attached glass plate ensures 
that the lubricant does not form any bulges and thus lies 
within the defined thickness range. The glass is hold in 
place with a specially designed cover plate. This plate 
allows the optical measurement of the thin layers and 
prevents the leakage of the lubricant film from the wedge. 
Figure 1 shows the fluid film thickness standard with and 
without the cover plate. 

 

 
 

Figure 1. CAD model of the fluid film thickness 
standard with and without the cover plate 

The lubricant is inserted into the fluid film thickness 
standard with a syringe and flows through the 5 mm plateau 
into the wedge cavity. After the tube is closed, the liquid 
remains in the fluid film thickness standard as illustrated in 
Figure 2. It shows the fluid film thickness standard filled 
with the lubricant investigated in this paper BF152DL, the 
cover plate and the tube. In the case of optical measurements, 
the experimental setup only provides information about the 

effects of the lubricant on the fringe projection measure-
ments and not about the shape of the surface. The fringes are 
reflected within the semitransparent lubricant. 

Figure 2. Fluid film thickness standard with cover plate 
filled with the lubricant BF152DL 

2. Reference measurement of the empty fluid film 
thickness standard using focus variation method 

In order to validate the wedge cavity geometry and 
roughness, the fluid film thickness standard was first 
measured with the focus variation measurement system 
Alicona InfiniteFocus G4. The measurement was per-
formed using the 5x objective, which leads to a axial 
resolution specified by Alicona of approximately 332 nm 
and a lateral resolution of approximately 4 μm. The 
measuring range covers the area of the engraved reference 
lines as shown in Figure 3. 

Figure 3. Dataset of the focus variation measurement 
showing the geometry of the fluid film thickness standard 
with engraved reference lines 
 

Lubricant in the 
wedge cavity 

Cover plate 
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The roughness Ra on the wedge plane is 5.5 μm (cut-off 
wavelength 0.8 mm). Although the very smooth surface 
allows very accurate measurements between the reference 
planes and the wedge plane, the low roughness makes 
optical measurements more difficult. The roughness is thus 
a tradeoff between a high absolute accuracy and a low 
roughness for better detection of the surface using optical 
measurement systems. 

3. Measurement setup with fringe projection sensors 
The measurement setup is part of an existing multi-

sensor setup at the Institute of Manufacturing Metrology 
that consists of various fringe projection sensors and a 
high-precision hexapod for positioning [7]. For the 
measurement of the standard deviation, the fringe 
projection system MicroCad pico 1.0 of the company LMI 
Technologies Inc. (formerly GFMesstechnik GmbH) was 
used. The measurement range of the sensor is 12.4 mm 
x 7.9 mm x 4.4 mm. The specified resolution is 17 μm in 
lateral direction and 1 μm in vertical direction. Figure 4 
shows the multi-sensor measurement setup and the fluid 
film thickness standard placed on the hexapod of the fringe 
measurement system. 

 

  
a) b) 

Figure 4. Multi-sensor measurement setup a) and the 
fluid film thickness standard placed on the hexapod b). 

IV Results and Discussion 
1.  Standard deviation of repeated measurements 
Repeated measurements (n = 25) are used to show the 

effect on the fringe projection system with different surface 
properties (measurements of the fluid film thickness 

standard itself and the thin lubricant). The distances of each 
point of the measurement to the reference planes was 
calculated. A direct comparison of the point cloud is not 
possible due to a slightly changed position of the calculated 
points. Therefore, the nearest neighbors of the points are 
calculated and the distances of the related points to the 
common reference plane were calculated. 
Figure 5 shows that the standard deviation without 
BF152DL in the wedge cavity is much higher than the 
standard deviations with the lubricant in the small thick-
ness areas. This is due to a very directionally reflecting 
surface of the wedge. However, the standard deviations are 
homogeneously distributed over the entire area. The 
measurements with the BF152DL show an increasing 
standard deviation with increasing lubricant thickness. It is 
possible that with a higher lubricant thickness, the fringe 
pattern is no longer reflected on the surface. This hypo-
thesis would mean that due to the initiated wax particles in 
the lubricant, a random reflection of the fringes lead to 
larger standard deviations in the measurement results. 

 
Figure 5. Standard deviation in mm of the 
measurement with BF152DL and with air. 

2.  Comparison of absolute heights in profile 
This chapter describes the absolute height differences 

from the reference plane to the measurement results on the 

Proc. of SPIE Vol. 11142  1114201-108



 
 
 
wedge plane. For the measurement of the heights, the 
fringe projection system MicroCad pico 0.3 was used. The 
specified vertical resolution is 2.5 μm in lateral and 0.3 μm 
in vertical direction. Figure 6 shows the absolute deviation 
of the measured distance to the reference plane. The figure 
shows the wedge in side view similar to the side view of 
Figure 5. 

 
 

Figure 6. Cross-section of the wedge cavity with the 
deviation from the reference plane. 

The measurement without BF152DL (green) shows a 
well-detected wedge with a linear decrease of the height. 
The figure includes the detected geometry points of the 
measurement as well as a polynomial fit of order k = 2. The 
measurement with BF152DL shows that the lubricant is 
detected reliably in certain heights so that the deviation 
from the reference plane is significantly lower in these 
areas. With increasing layer thickness, the deviations 
increase slightly. Ideal reflection on the lubricant surface 
would have resulted in a horizontal line across all layer 
thicknesses. These results are consistent with the standard 
deviation shown in section 4.1. As the fringe of the 
measurement system do not capture the surface of the 
lubricant, a larger deviation is detected. The result con-
verges to a deviation of about 40 μm for a larger layer 
thickness. Within the expected lubricant heights during and 
after sheet bulk metal forming a nonlinear deviation is 
recognized. 

V Summary 
The measurements show that the detection of BF152DL 

is possible and leads to a significant deviation in the 

measurement result with the fringe projection measure-
ment systems used. The high standard deviations are even 
reduced at low layer thicknesses of the lubricant. However, 
due to an uneven distribution of the lubricant film on the 
workpiece after a standard measurement, it is difficult to 
calculate systematic deviation in the measurement and to 
include them it in the measurement result. 
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I  Introduction 
As one of the most effective ways of personal identity 

verification in modern society, face recognition has 
important application value. Traditional 2D face 
recognition technology is common and mature, which can 
be divided into geometric features, neural network-based 
recognition methods, elastic model-based recognition 
methods and so on. Among them, face recognition 
method based on deep learning convolutional neural 
network has been greatly developed in recent years, and 
some deep learning network models based on a large 
number of face data are constructed.  

3D face recognition has received wide attention due to 
its superiority to 2D recognition. The difference of 3D 
face recognition and 2D face recognition is that the data 
source is different. Firstly, 3D data does not change with 
environmental conditions such as lighting conditions, 
viewing angles, or makeup. Secondly, 3D data has spatial 
shape features, richer information than 2D image. 3D 
face recognition technique has become one of the 
research hotspots in the field of face recognition. 

In this paper, we propose a 2D/3D vision based face 
recognition system, which combines the advantages of 
2D and 3D face recognition, can recognize human faces 
fast and accurately against the influence from viewing 
angle, environment light and makeup. 
 

II  Experiment 
1. 2D recognition 
We preprocess 494,414 image data of 10,575 people in 

the CASIA-webface face database, and divide them into 
training set and test set to train and optimize VGG 
network.  

 
Figure 1. Preprocessed face images input into neural 
network training 

We use deep learning framework Caffe in windows10 
machine with Python language, setting 16-layer network 
structure parameters of VGG convolutional neural 
network, and generates configuration file prototxt. It is 
trained to minimize the logistic regression loss function , 
and the parameters of the connection layer is optimized. 
Then the final caffe model of VGG is obtained. 

2D and 3D Vision Based Face Recognition System 
 

Mengyue Zhang*a, Bin Lina  
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Abstract 
Traditional 2D face recognition algorithm is mature but easily affected by external environment such as makeup and 

light. Face recognition based on 3D methods contains more information compared to 2D, and is stable under different 
external conditions. This paper put a lot of face data into VGG deep learning convolution neural network, and then 
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convolution neural network; Collected by weighted square sum algorithm of point cloud and those from 3D face database 
and calculate 3D similarity. Finally, through the weighted combination of two kinds of similarity, get the final recognition 
result. Combining the 2D and 3D recognition advantages, the accuracy and robustness of the system are strengthened.  
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Figure 2. VGG network architecture and parameters 

 Based on the trained VGG model, we put the user’s 
face image which is to be identified into the network, 
make feature extraction and calculation, and compare it 
with the face database by calculating the average 
Euclidean distance between the image to be tested and 
image in the database. 
 

2.  3D recognition 
3D face recognition includes the following steps: First, 

obtain point cloud of face through 3D-data acquisition 
device(Kinect v2). Next, make pretreatment of edge 
detection, division and noise removal. Then find the 
essential attributes between the features, and make 3D 
reconstruction. Finally, classify the extracted 3D face 
features and output the results. 

   

   
Figure 3. Point clouds and reconstructed 3D face 
model 

 

 
3.  2D/ 3D fusion 

 Based on environmental condition, give appropriate 
weight distribution to 2D and 3D result, carry out the 
fusion similarity in decision-making level. 

The principle of weight allocation is to optimize the 
recognition accuracy after decision fusion. Therefore, for 
different experimental environments, we need to allocate 
weights according to specific circumstances. In the 
environment of poor illumination condition, the result of 
two-dimensional image recognition has lower credibility, 
but the result of three-dimensional image recognition has 
higher credibility, so it is necessary to assign higher 
weight to the result of three-dimensional recognition; in 
the environment of better illumination condition, the 
result of two-dimensional image recognition has higher 
credibility, so it can assign smaller weight to the result of 
three-dimensional recognition. Heavy. 

 

III  Results and Discussion 
We test the system in 10 users database, each person 

with 10 front color 2D images and 3 sets of 3D point 
cloud data. The users collects a 2D color image and a set 
of 3D point cloud data through Kinect. The similarity 
calculation is performed with ten users in the test library, 
and the highest similarity is taken as the final recognition 
result. The accuracy of three recognition methods of two-
dimensional, three-dimensional and two-dimensional 
three-dimensional fusion is calculated separately. 

The accuracy of the system is tested after a certain 
number of samples as shown in the following table. 

Table 1.  Test results in different lighting condition 

 

Experimental 
condition 

Recognition Accuracy 

2D 3D 2D/3D 
fusion 

Good 
illumination 91% 86% 89% 

Common 
illumination 78% 84% 82% 

Poor 
illumination 65% 79% 71% 
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This system use a large amount of data to train the 
image recognition classifier VGG convolutional neural 
network, and use the trained network model to classify 
and recognize two-dimensional color face images, 
combined with deep learning and artificial intelligence to 
efficiently and accurately measure two-dimensional faces. 
The idea of fusion in the decision-making layer is 
proposed. The two-dimensional face recognition and 
three-dimensional face recognition are complemented and 
organically combined, and the face information is fully 
utilized. 

Due to the limitations of experimental conditions and 
data volume, the research in this paper is not complete 
enough. In order to further explore this topic, subsequent 
research can be carried out mainly in the following 
aspects: 

(1) Expansion of the size of the face database: 
Due to the specific conditions required for 3D model 

acquisition, the size of the face database established in 
this paper is small. Therefore, when testing the 
performance of the entire system, the accuracy of 
debugging is not high enough due to the limited sample 
capacity. 

(2)Research on 3D point cloud matching algorithm: 
The 3D point cloud matching algorithm proposed in 

this paper has specificity and limitations, and the acquired 
3D data format is also unique. If the device that collects 
the 3D data changes, a new algorithm is needed for 
matching, and the subsequent research can be carried out 
in the search for the ubiquitous algorithm. 
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I  Introduction 
Below is our hardware structure diagram. 

 

Figure 1. 1- Contact probe, 2- Rigid connector 
structure, 3- KEYENCE 7020 Line laser sensor,         
4- Y-axis of CMM,    5- Turntable 

Coordinate measuring machine with Line-Laser 
sensor for non-contact object measurement of objects is 
becoming more and more popular. Calibration methods 
for Line-Laser sensors and measurement systems are 
generally limited to obtain sensor CCD images. For Line-
Laser sensor products that have been commercialized, its 

CCD images are mostly unknown and cannot be 
calibrated in a coordinate measuring machine by 
conventional methods. In this paper, we present a method 
for the calibration of Line-Laser sensor measurement 
system using multi-directional and non-featured planes, 
and a method for system calibration optimization using 
multi-angle standard spheres. 

For a line laser sensor that can acquire a CCD image, 
the conversion mechanism of the sensor to the measuring 
machine is usually calibrated by photographing the 
calibration plate by using the principle of the calibration 
camera. When the CCD image cannot be obtained, the 
above method is no longer applicable. 

 
II  Our Calibration Method 

1.  Preliminary calibration 
As shown in Fig. 2, the measurement points are 

directly collected on the standard plane by the contact 
probe, and the plane equation is fitted by the least squares 
method. The plane equation is as follows. 

+ 0Ax By Cz D                                         (1) 

We use a line laser sensor to scan the same plane to 

obtain a series of line laser sensor acquisition points nS  

and corresponding grating coordinate values nP  in the 
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CMM. Where nS  and nP is represented by 

homogeneous coordinates. 
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Figure 2. Contact probes and Line Laser sensor are 
measuring planar calibration blocks 

Then we repeatedly scan the other two planes to get 
the corresponding data, and establish the mathematical 
model shown in Figure 3. 

-MO XYZ  is the machine coordinate system, and the 

three coordinate axes are the same as the machine grating 
direction. When the grating is in the zero position, the 

origin MO  is the ruby center position of the contact stylus. 

At this zero position, the center of the optical axis on the 

standard working plane of the line laser sensor is 

0 0 0 0( , , )P x y z  in MO XYZ . 
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Figure 3. Simplified model for calibration of line laser 
displacement sensors 

When the laser measures a certain standard plane, 

assuming that 0N  is the point corresponding to the center 

of CCD, then the direction of 0 0P N  is the laser exit 

direction, and this direction is denoted as 0 0 0( , , )i j k , 

and the laser line length direction vector is 1 1 1( , , )i j k . 

Suppose a point on the ray is 0M , the distance from 0M  

to 0N  is 0w , and the distance from 0M  to the standard 

work plane is 0l . At this time, the coordinate of 0M  in 

MO XYZ  is 0 0 0 0 0 0 0 0 1 1 1( , , ) ( , , ) ( , , )x y z l i j k w i j k . 

Mathematical models can be written in matrix form 
as follows. 

( ) 0T
n nKS P X                                       (2) 

In the formula,  
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Then we use the Newton iteration method to solve the 
equation. We select the objective function as the error 
distance from the measured point to the fitted plane, and 
optimize the value of the nonlinear optimization objective 
function to a minimum. Finally we can get the initial 
value of the calibration. 

 
2.  Optimization 

Then, we bring the turntable into the overall 
optimization part of the system. We placed the calibrated 

standard ball of radius sphereR  on the turntable and 

calibrated the turntable coordinate system by measuring 
the standard ball by the contact probe. As shown in Fig. 4, 
the contact probe and the line laser sensor measure the 
standard ball at the same angle successively, and obtain 
the contour data of the standard ball at the same angle. 
The turntable drives the standard ball to rotate, and then 
repeats the above measurement steps. 

Finally, the equation is solved by the Levenberg-
Marquardt iterative method. We select the distance from 
the line laser measurement point to the contact 
measurement sphere as the objective function, and 
optimize the objective function to make the distance and 
minimum. 

 
 
 

 

Figure 4. The line laser sensor is measuring the 
standard ball. 

 

III  Results and Discussion 
Both simulation analyses and real experiments were 

conducted. A Line-Laser sensor was used to measure a 
frosted standard ball with a radius of 12.696 mm. The 
radius deviation measured by the Line-Laser sensor and 
the deviation comparing with the center of the ball 
measured by the CMM were observed. The experimental 
results show that the radius deviation of the calibration 
laser sensor measurement system is less than 0.02mm, 
and the ball center distance deviation is less than 0.02mm. 
Fig 5 shows the measurement results of our standard ball. 
Compared with the contact probe, the results are shown in 
Table 1. 

This method utilizing non-featured planes simplifies 
the calibration equipment and can reduce the fitting error 
when using standard ball from multiple angles for 
calibration. This method is different from the method of 
calibrating the single direction of the laser sensor. It can 
simultaneously calibrate the rotation matrix and 
translation matrix of the two-dimensional line laser sensor 
to the coordinate measuring machine, and optimize the 
global optimal calibration parameters. Finally, we can use 
this method to get high-precision calibration results. 
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Figure 5. The result of the standard ball measured by a 
line laser sensor 

Table 1. Measuring the center of the sphere and radius with CMM and line laser measurement systems. 
Group 1 2 3 4 CMM 

X Coordinate(mm) 107.9093 107.9163 107.9188 107.9172 107.9160 
Y Coordinate(mm) 166.3181 166.3280 166.3252 166.3246 166.3252 
Z Coordinate(mm) 48.5299 48.5304 48.5301 48.5292 48.5289 

Radius(mm) 12.6855 12.6926 12.6899 12.6889 12.696 
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I  Introduction 
Image processing technology is now very mature and 

widely used in industry. The most important part of image 
processing is to measure clear sample images [1]. Taking 
Automated Optical Inspection (AOI) as an example in image 
processing technology, automated optical inspection measured 
samples must have preciseness, and it is confirmed whether the 
image is in focus or whether it is accurate. Automated optical 
inspection is an essential foundation for automated biology, 
biomedical science applications and agent detection systems [2-
3]. It requires accurate, fast, low cost and high resolution. In 
automated optical inspection, searching image in focus is not 
only the most important but also basic procedure, so foremost 
part is constructing focus algorithms in the experiment to 
determine whether the screened image is in focus. By 
mathematical processing, we can confirm with the sharpness 
which was calculated by the algorithm. 

In fact, we are not able to know in advance whether the 
sample profile will exceed the depth of field, so we have to 
change the focal length between the sample and the 
measurement system. First of all, the method for changing the 
focal length is proposed to move the stage, and the motor is used 
to adjust the height of stage for changing the focal length. This 
method has worked well, but it is very time consuming. 
Therefore, we propose an improved method by using a varifocal 
lens to change the focal length between the sample and the 
measurement system [4]. The varifocal lens of this system is the 
core. It can adjust the focal length according to the change of 
the focal power. Benefit from the varifocal lens, the speed of 
whole measurement process was enhanced [5].  

However, these optical measurement systems usually 
search the image in focus as primary and process the images as 
gray-scale, so we propose a 3D color surface profile 
reconstruction system with the varifocal lens as the core. Our 
experiment not only search the focus, but also uses the color 
space restores the color, and applies the measurement 
technique to reconstruct the 3D surface profile of the sample. 

The optical measurement system uses the focus algorithm to 
calculate the sharpness of image. Since we adjusted the focal 
power of the optical measurement system, the best focal length 
at each pixel position could be found. The best focal length 
found is different at each pixel position, so we know that the 
focal power of photography system was adjusted to the 
corresponding value for getting the maximum sharpness. When 
the focal power corresponding to each pixel position is found, 
we can use the relation between focal power and displacement 
to convert the height information of the measured object and 
reconstruct the three-dimensional surface profile. This is 
beneficial when observing the shape of irregular surfaces are 
greater than the depth of field of the photographic system or 
where the sample is difficult to measure its surface profile [6-
7]. 

 
II  System setup  

 

 
Figure 1. System setup for color 3D object reconstruction 
using varifocal lens 

Tuning focal length of vari-focal lens for color 3D object reconstruction  
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Abstract 

A color 3D object reconstruction system using varifocal lens with various focus algorithms was established in this study. 
The focal length of the varifocal lens can be regulated by varying the focal power. In this study, four categories of algorithms 
are applied into the system. The focal length of the system is adjusted by computer control, and the best focal length would 
be found by the algorithm. When the image of sample is in focus, the image will be the clearest. By finding the best focal 
length corresponding to each pixel position, we can convert to the height information for reconstructing the three-
dimensional surface profile. 

Keywords: color, 3D object reconstruction, varifocal lens, focus algorithm 

Proc. of SPIE Vol. 11142  1114201-117



Figure 1 display the construction of the proposed system, 
which is showing the color 3D object reconstruction using 
varifocal lens developed in this study. The proposed system 
consists of a CCD camera (EO-1312C-HQ LE), a  varifocal lens, 
and a biconvex lens. The range of focal power is 3 dpt to 11 dpt. 
Before light was reflected to the CCD camera, it would pass 
through the varifocal lens and biconvex lens to the sample. The 
CCD camera can capture hundreds of images in few seconds by 
change the curvature of the varifocal lens. In this system, we 
used focal power mode to adjust focal length. We used CCD 
camera capture images, biconvex lens to convert the 
magnification, so that we can transform the area covered by the 
system. 

III  Focus algorithm 
Those focus algorithms have been brought forward in the 

literature. The maximum output value of a focus algorithm will 
emerge from focused image and the value of output will 
decrease as defocus image. In the following order, there are four 
categories of algorithms in Derivative-Based Algorithms, 
Statistical Algorithms, Histogram-Based Algorithms and 
Intuitive Algorithms based on Sun Yu [8]. 

 
F-1 Tenenbaum Gradient: The algorithm used the Sobel mask 
in horizontal direction and vertical direction for the grayscale 
image, and then square the output values of the horizontal mask 
and the vertical mask. 

 

where (x, y) and (x, y) are the output values of the position 
(x, y) after the Sobel mask in the horizontal direction and the 
vertical direction are rotated back to the image. Sobel masks are 
typically used to detect horizontal and vertical edges, has a 
large response to horizontal edges, and is perpendicular to the 
horizontal. The following are the forms of the two masks 

  

F-2 Auto Correlation:  
The algorithm makes all pixels in the image multiply a 
neighboring pixel for summation, then subtract the summation 
of all pixels in the image multiply the adjacent two pixels. 

 

F-3 Entropy Algorithm: This algorithm supposed which 
focused images have more information than defocused images. 
 

 

and  is the probability of a pixel with 
intensity i. 

F-4 Image power: The algorithm sums up the squares of all the 
pixels in the image. If the brightness is strong, the calculation 
of sharpness will be large. 

 

 
IV Experiments Results and discussion 

The following describes our experimental samples, 
experimental procedures, and experimental results. In the 
experiment we used printed circuit board as a measurement 
sample, and then adjusted the value of focal power from3 to 11 
dpt for taking 100 images, every 0.08 dpt one shot, and the 
algorithm is added to calculate the sharpness.  

 
Figure 2. The sharpness curve of four algorithms 

 (a) 

 
(b) 

 
Figure 3. The sharpness curves of each height and relationship 
between displacement and focal power. 
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First of all, we must to decide which algorithm we would 
use by experimental results. Considering the accuracy of the 
measurement, false Maxima and the FWHM. Obviously, we 
can find out the first algorithm which is without false maxima 
is sharper than others, so we chose to apply first algorithm to do 
the experiment of focus stacking. Establish the relationship 
between focal power and displacement is necessary for 3D 
object reconstruction. With focus algorithm, we can take out the 
maximum sharpness of each pixel position and get the 
corresponding focal power number. Using the relationship, we 
can convert the focal power into height information for 
construct the 3D surface profile of an object. 

Then we started the experiment of color 3D object 
reconstruction and put the sample PCB on the stage to start 
measuring. Searching image in focus by our selected algorithm 
and recorded the sharpness of each pixel position under each 
focal length. Based on the technique of focus stacking, we can 
take out the focal length on each pixel position. With height 
information stacked from 2D images we can reconstruct the 3D 
surface profile of the sample. 

 
 
(a) 

 
(b) 
 

 
Figure 4. (a) DOF image (b) color 3D surface profile of 
software simulation. 
 
 

V  Conclusion 
Using the technique searching image in focus, we can 

calculate the sharpness of the image at each different focal 
length. According to the experimental results, the focal power 
can be reversed from the sharpness of the picture. Based on the 
focus stacking, the clear pixel position is stacked on the same 
image and the relationship between focal power and distance is 
brought in to count the surface profile of the sample. 
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I  Introduction 
The use of lasers allows to solve different problems of 

modern science and technology. Most often a laser is 
used as a source of energy which is focused on the object, 
for example in machining, medicine, materials 
production, additive and subtractive technology, imaging 
and etc. One of the modern way is to use the laser active 
optical system (LAOS) [1]. High speed imaging is one of 
the most popular method for studying the processes in the 
region of interaction of intense energy fluxes with matter. 
One of the problem of such processes visual diagnostics 
is the glare which is the result of the interaction. Optical 
and visual non-destructive testing is one of the most 
important method in the study and imaging of different 
fast processes. Active optical systems with metal vapor 
brightness amplifiers (which is called Laser monitor), 
have shown the high efficiency in filtering of the 
background radiation [2]. 

 
II Laser Monitor 

The layout of the laser monitor is shown on the fig 1. 
The laser monitor includes an brightness amplifier, optical 
system (Objective 1 and 2) and high speed camera. The 
high gain of the image brightness can be obtained with the 
use of CuBr active media. In the monostatic variant one 
active element (Brightness amplifier) is used to illuminate 

the object and to increase the intensity of the formed 
image 

 
Figure 2. Monostatic laser monitor 

In the (Bistatic laser monitor (fig. 2), two different 
elements are used. The laser is used to illuminate an 
object, and the brightness amplifier is used to amplify the 
image intensity. One of the challenge in this type of active 
optical system is the low efficiency of active elements. 
The GDT with external electrodes can be used to solve 
this challenge. 

 
Figure 2. Bistatic laser monitor 

Active optical systems with novel metal brightness amplifiers 
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Abstract 
The paper presents the results of the development, research and the use of novel metal brightness amplifiers for active 

optical systems creating. The copper bromide active media was used as an active filter. The construction of CuBr active 
element discharge tube was made with the external electrodes. It provided the possibility of the use of capacitance 
discharge for copper atoms excitation. The feasibility of imaging the processes of materials production and modification 
are discussed. To increase the maximum distance between object and imaging equipment are studied using two methods: 
laser monitor with an independent illumination source and the use of brightness amplifiers with the increased pulse of 
amplification. 
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The high gain of the image brightness can be obtained 
with the use of CuBr active media. In the monostatic 
variant one active element (Brightness amplifier) is used 
to illuminate the object and to increase the intensity of the 
formed image. In the second variant (Bistatic laser 
monitor), two different elements are used. The laser is 
used to illuminate an object, and the brightness amplifier 
is used to amplify the image intensity. One of the 
challenge in this type of active optical system is the low 
efficiency of active elements. The GDT with external 
electrodes can be used to solve this challenge. 

The construction of the GDT with external electrodes 
was developed in IAO SBR RAS [3]. Te construction 
excludes the contact of the electrodes material with a 
medium. The active element is made of quartz; the 
windows are used to output laser radiation. The electrodes 
are made of a metal foil wound on the outer wall of the 
GDT. The design allows you to change the equivalent 
capacity by connecting an additional capacitor ("second 
floor"). To excite the active medium, the capacitive 
barrier discharge is used in this type of GDT. It is formed 
by high-voltage pulse formed by a high speed 
commutator, for example, it can be thyratron. The use of 
independent heaters of containers with working substance 
(CuBr) and the HBr generator allows to optimize the 
amplifying characteristics of this medium. 

 

III Results and Discussion 
The work discusses the feasibility of developing active 

filters based on metal vapors for imaging processes 
blocked by the background glare. The system with 
external illumination and active filtration by the quantum 
filter has been created and used for test object imaging. It 
has been shown that the imaging method proposed in this 
work proves to be the most reliable to obtain the 
information about objects or processes in a real time 
mode using high PRF CuBr active media. The imaging 
results of different processes blocked from the 
observation by the intense background light are presented. 
The different types of active media were used as active 
quantum filters. For increasing spectral range of the 
imaging. The visualization results are shown on the fig 3. 

      

Figure 3. The imaging of the test object in the monostatic 
(a) and bistatic (b) laser monitors 

The external glare was created by the arc with the 
brightness temperature about 5000 K. The active filter 
allowed to describe the negative effect of this arc and 
make it possible to observe the object. The spatial 
resolution of the bistatic laser monitor is higher than the 
monostatic one, as it has been shown on the fig. 3. It 
provides by the external illumination source.  

One of the feature of the active optical system is a high 
time resolution, It provides by the use high frequency 
active filters. In the work some fast processes were 
visualized by the laser monitor. Each frame was formed 
by the one pulse of amplification (about 40 ns). It has 
allowed to study the processes of materials production 
and modification.  

The authors are grateful to Professor of Tomsk 
Polytechnic University G.S. Evtushenko for discussion of 
the results. 
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I  Introduction 
Refractive index (RI) of optical media is a basic 

property, which is often employed to measure the 
concentration of liquids and detect its real-time change. 
Precisely measuring the concentration is an indispensable 
factor in research fields such as chemical industry, 
chemical analysis and fabrication of nanocomposite thin 
films. Recently, transparent conducting thin films have 
been getting much attention to develop efficient solar 
cells1,2. For this reason, various groups have proposed 
measurement techniques with advantages of both high-
sensitivity and high-resolution3,4. However, they suffer 
from direct contact with samples, a weak tunability and 
fabricating nanoscale devices. To overcome these 
limitations, we propose an interferometric technique 
using light carrying optical vortex. 

In this work, we first experimentally verify the stability 
of a modified Mach-Zehnder (MZ) interferometer by 
monitoring phase fluctuation. This result demonstrates 
the precision of the proposed technique. With the stable 
interferometer and optical vortex, we perform PSI 
experiment on six aqueous salt solutions with different 
concentration. In addition to this, we investigate changes 
in resolution and dynamic range by applying different 
path length of the sample. 
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II  Experimental setup and method 
As depicted in Fig. 1, the modified MZ interferometer 

based on a spatial light modulator (SLM) is designed to 
construct a stable system. After separation into two paths 
by a polarizing beam splitter, a transmitted horizontal 
beam becomes an object beam, and a reflected vertical 
beam acts as a reference beam. Because a parallel-aligned 
nematic liquid crystal SLM (PLUTO-VIS, Holoeye) is 
designed to modulate only a phase of the horizontal 
polarization, the vertical beam is reflected off without a 
modulation effect. On the other hand, the horizontal beam 
is changed into an optical vortex and diffracted by the 
fork hologram loaded into the SLM.  

 

Figure 1. Schematic diagram of a modified MZ 
interferometer: PBS, polarizing beam splitter cube; M, 
mirror. The insets show a phase hologram for vortex 
generation and collinear alignment and (black dotted 
line) a spiral interference produced by the vortex and 
Gaussian beam. 

Phase analysis of light carrying optical vortex for refractive index sensing 
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We present a highly sensitive refractive index (RI) sensor based on a phase analysis of light beam carrying an optical 
vortex. Because the phase angle of the vortex is proportional to the spatial azimuth angle, the rotated vortex phase can 
provide the RI of an optical medium. By using a spatial light modulator (SLM), we design a modified Mach-Zehnder 
interferometer for system stability. As a proof of concept, we measure the vortex phase and calculate the rotated angle 
according to the concentration of aqueous solutions. The use of the phase analysis and the stable interferometer allows 
precisely detecting the RI with high-resolution. In addition to this, we investigate changes in resolution and dynamic 
range over different path lengths. 
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The incident vertical and horizontal beams converge at 
one point on the SLM. The object beam is dffracted (+1st 
order), with the diffraction angle of '. When we select a 
proper grating period, the reflected referenc beam and the 
diffracted object beam collinearly propagate, i.e. ' = .  

III  Results and Discussion 
1.  System stability 
An ordinary Michelson interferometer is additionally 

used to compare the system stability. We measure vortex 
phases of an object beam without a sample. 20 sequential 
measurements are conducted with a time interval of 30 
seconds. Figure 2(a) and (b) shows phase values at a 
randomly selected position in the retrieved phase map. 
While the Michelson interferometer shows unstable 
results, the modified MZ interferometer keeps the phase 
fluctuation low. Figure 2(c) depicts the statistical result of 
the phase fluctuation. The mean value are 0.393 and 
0.0874, which demonstrates the robust stability and 
repeatability of the proposed system. 

 

Figure 2. Stability test using phase fluctuation of (a) 
the Michelson interferometer and (b) the modified MZ 
interferometer and (c) statistical analysis from 
randomly chosen 30 positions. The each inset shows a 
reconstructed vortex phase and the measure position. 

2.  Performance of the vortex refractometer 
A vortex phase and its rotated angle are used to 

determine the relative phase shift introduced by each 
concentration. We prepared six aqueous salt solutions as 
test samples with different concentration (%, w/w), 10.03, 
10.04, 10.07, 10.10, 10.15, and 10.25, respectively. The 

probing beam passes through the solution with 2 mm path 
length. Figure 3 shows captured spiral interference 
patterns for each concentration. The vortex phases are 
obtained by the four-step PSI5, and the relative phase shift 
is extracted by the following equation6: 

2
0 ,ar b  (1) 

where a represents the rate at which the angle changes as 
its radius increases. b0 is the phase shift corresponding to 
the starting angle of the vortex. Fitting result of the 
sample with 10.25 % concentration is shown in Fig. 4(a) 
as an example. Here, we extracted the values along a 
phase minimum line, i.e. the black line. Figure 4(b) shows 
the values of b0 versus concentration, and the slope 
determines the rate of change, db0 / dC. A linear relation 
between n and C is estimated by the following equation:  

0
2  rad ,nkd n d b  (2) 

where n is the RI of the sample and d is the path length in 
the medium. Thus, the relation dn / dC is given by 

10  % .
2

dbdn
dC d dC

 (3) 

 

Figure 3. Captured interferograms from the six 
different concentration. 

The difference of 0.01 % corresponds to the RI of 
~1.95×10-5 refractive index unit (RIU). The use of short 
wavelength and long path length can further improve the 
resolution as shown in the Eq. (2). From the equation, the 
phase fluctuation of 0.0874 measured in the stability test 
gives the detection limit of ~4.13×10-6 RIU, which 
demonstrates that the method using the vortex phase is a 
precise technique. 
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Figure 4. (a) Fitting results of the extracted minimum 
points for 10.25 % and (b) calculated phase constant. 
The inset shows the retrieved vortex phase. 

 
Figure 5. Performance of the proposed method at 
various path lengths. (a) Estimated resolution as a 
function of path length under different values of 
detection limit and (b) dynamic range as a function of 
path length. Our experimental condition corresponds 
to 2 mm path length and ~5º detection limit. 

Finally, the performance of the proposed technique is 
displayed in Fig 5. Figure 5(a) depicts estimated 
resolution as a function of path length. Each color 

indicates different scenarios of the detection limit. Figure 
5(b) shows the dynamic range of the method. A much 
smaller resolution can be achieved by lowering the 
detection limit, potentially up to 10-6 or even 10-7 RIU. 
We believe that it will be realized by adopting a nearly 
common-path interferometer.  

IV Conclusion 
In conclusion, we proposed and experimentally 

demonstrated the vortex based interferometric method for 
application to the RI sensor. The rotation in the phase 
profile and its differential measurement were utilized to 
precisely detect the RI change, and experimental results 
verified the possibility of a high-resolution refractometer. 
The resolution limit of the proposed technique will be 
improved further, up to 10-6 or even 10-7, by using the 
longer path length and enhancing the system stability. 
However, there is a drawback in the dynamic range due to 
the ambiguity of the phase. Thus, we will seek to break 
the fundamental limit on the dynamic range. 
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Abstract 
Here, we demonstrate the interrogation technique of Fiber Bragg grating (FBG) using single mode-multimode-single 

mode (SMS) with the help of optical time domain reflectometer (OTDR) for temperature and strain measurement. A 
temperature range of 20oC-200oC and strain range of 100με- 2020με has been measured with a linearity of 0.994 with the 
proposed scheme. Our experimental result shows that this sensor has a temperature and strain sensitivity of 5.03pm/oC and 
0.4 pm/με respectively. The proposed scheme offers low cost and better sensitivity with respect to existing methods.  
Keywords: FBG, OTDR, SMS, interrogation, sensor
 

I  Introduction 
In the era of boom of the optical fiber sensing 

technology, the multimode interference (MMI) effect has 
been intensively investigated with Single-mode-
multimode-single-mode (SMS) fiber structure as one of 
the typical representatives of the underlying operation 
principle of MMI1. The change in temperature and strain 
will affect the refractive index and dimensions of the fiber 
core and cladding which in turn affect the interference 
between modes in the MMF section that causes output 
response changes2. Alongside FBG is a wavelength coded 
sensing device which needs an interrogation system for 
essential conversion of optical power to wavelength 
information3. Hence the combining sensing outputs from 
FBG and SMS signals are monitored using OTDR. The 
obtained results of strain and temperature from this 
proposed scheme perform better and show enhanced 
sensitivity with respect to existing methods. 

II Experimental Details 
The SMS fiber structure is fabricated using a commercial 
fusion splicer (Fujikura-60S). A multimode fiber (50/125 
μm) section is sandwiched between two step index single 
mode fibers (9/125 μm) axially. The OTDR (JDSU MTS 
8000 series) is used to detect the event induced by the 
temperature and strain change on FBG.  

*physicskoustav@gmail.com; phone +91 9440218973 

 

The OTDR measures the attenuation of reflected light or 
return loss and the location from where the light is being 
reflected within 5 km range of optical fiber network with 
resolution of 0.001dB. For temperature sensing, we have 
kept the FBG inside an oven which is again connected to 
the dimmer stat for controlling the temperature with time. 
For strain measurement, we have pasted the FBG on the 
simple beam cantilever using high-temperature instant 
adhesive. Here we have investigated the attenuation loss of 
an FBG of central wavelength 1528 nm, which lies in the 
ripple free slope region of the SMS using the interrogation 
technique of SMS and FBG with the help of OTDR. The 
power loss is a measurement of variation of temperature 
and strain separately and also for variation of temperature 
at discrete constant loads (50 gms to 1000 gms with an 
increment of 50 gms.) in the range 20˚C -200˚C using 
OTDR at constant room temperature. As the FBG peak 
follows the linear slope region of SMS, it is expected that 
the response of the OTDR also to be linear which is 
confirmed from the obtained results, that showing good 
linearity of ~0.994. Our scheme of interrogation is 
expected to be robust, cheap and more efficient for 
simultaneous measurement of temperature and strain with 
good sensitivity. Our experimental result shows that this 
sensor has a temperature and strain sensitivity of 
5.03pm/oC and 0.4 pm/με respectively. From which we can 
measure the temperature and strain simultaneously. The 
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OTDR is connected serially to the FBG and SMS as shown 
in Fig. 1.   

 

Figure 1. Schematic diagram of experimental set-up 

III Results and discussion  

The graphs between power loss vs. temperature and power loss 
vs. strain have been drawn. We have also drawn the power loss 
vs. temperature graph at different loads. 
For temperature and strain measurement we have plotted the 
graphs between wavelength shift vs. temperature and wavelength 
shift vs. strain. 

 

 

 

Figure 3. (a) Wavelength Shift vs. temperature and (b) 
Wavelength shift vs. strain. 

The relationship between the central wavelength, power 
loss, temperature and strain can be expressed using a 
matrix as follows: 

                =  

=  

Where K11, K12, K21, and K22 are the matrix coefficients for 
wavelength/temperature, wavelength/ strain, power 
/temperature, and power/strain respectively. To obtain the 
matrix coefficients, a linear fit is applied to each measured 
characteristics in Figs.2(a)-(b) and 3(a)-(b).It is noted that 
all the data in the figures display good linearity with 
R2>0.992.  

 
IV Conclusions 

In conclusion, we have reported an experimental study of 
a novel and cost-effective interrogation technique for 
measuring temperature and strain with the help of OTDR. 
As the FBG peak follows the linear slope region Of the 
SMS, it is expected that the response of the OTDR also to 
be linear which is confirmed from the obtained results. We 
achieved the linearity ~0.994. Obtained good linearity 
about 0.994 from the large range measurement of 
temperature and strain confirmed the better performance of 
this scheme than previously existing methods. The sensor 
has an experimentally demonstrated temperature 
sensitivity of 5.03pm/0C and strain sensitivity 0.4pm/με. 
As OTDR is a very cheap and widely available instrument 
in the market, so this proposed method is very cost 
effective. 
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I  Introduction 
Lenses are essential for the handling of light in optical 

application systems, but their solid nature produces 
inflexibility in the area of adjusting focal length for 
different applications; either the lens or the target 
material must be physically moved to change the focal 
position. The ability to change the focal length of the lens 
itself would speed up focusing operation and enable 
system downsizing. 

Energy density, which involves the relationship 
between laser output and spot diameter, is an essential 
consideration in laser-based material processing. A 
variety of laser processes are conducted without sharp 
focus, including applications in laser welding, laser-based 
formation and surface modification. Such processing is 
characterized by problems such as energy loss and 
difficulty in adjusting heating and cooling times as a 
result of laser irradiation other than in the scanning 
direction due to lens-related beam defocusing. Against 
such a background, the availability of a function to allow 
energy density adjustment in the processing direction on 
the beam irradiation plane can be considered useful as an 
optical element in laser processing. 

The authors previously reported on a liquid pressure- 
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controlled variable-focus lens [1, 2], and other such lenses 
have also been proposed [3 – 8]. However, issues remain 
to be addressed with these lens elements; in particular, 
they are unsuitable for lasers with near-infrared 
wavelengths and for high-power laser processing. 

This paper details the study of an anamorphic liquid-
pressure varifocal lens that can adjust the energy density 
of a laser in the three dimensions of the x-y plane and the 
optical (z) axis direction. To support adjustment of the 
spot shape on the plane, a rectangular form was adopted 
for the peripheral support plate used to fix the elastic film 
of the proposed variable-focus lens and create an 
anamorphic refractive surface. The results of 
measurement to determine the optical characteristics of 
the lens and deformation of the elastic film on the x and y 
axes are reported. 

II  Anamorphic liquid-pressure varifocal lens 
The structure of the proposed lens (Figure 1) involves 

the use of a liquid-filled cavity, sealing with an elastic 
film and a transparent plate. The focal length is varied by 
changing the shape of the lens via liquid injection and 
discharge. Pressure on the inside of the lens causes 
deformation of the elastic film (the refractive surface) 
depending on the shape of the peripheral support plate. In 
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Abstract
This paper details the study of an anamorphic liquid-pressure varifocal lens that can be used to adjust the energy 

density of a laser in the three dimensions of the x-y plane and the optical (z) axis direction. In the study, the optical 
characteristics of the lens and the deformation of the elastic film on the x and y axes were determined. Measurement to 
establish the focal length of the lens at a circular beam spot at the focal point produced values in the range from 580 to 
142 mm. The spot was characterized by an elliptical form with a varying aspect ratio before and after the focal position, 
and an anamorphic effect was observed. The lens is expected to be useful in laser processing of optical elements for 
joining dissimilar materials in the fields of engineering plastics and metals. 
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this study, a rectangular plate with a length of a mm and a 
width of b mm was used. The aspect ratio was m = a / b,
and the focal length and spot shape of the lens could be 
varied by adjusting its form with liquid pressure. 

III  Experimental results 
The optical characteristics of the lens and the 

deformation of the elastic film on the x and y axes were 
determined using the experimental setup shown in Figure 
2. The resolutions of the pressure sensor and laser
displacement meter were 1 kPa and 10 μm, respectively. 

Figure 3 shows the displacement of the lens center 
observed when pressure on the lens was increased in 
increments of 5 kPa. To ensure that the film (the 
refracting surface) was within the range of elastic 
deformation, atmospheric pressure was reassumed after 
determination of displacement before the next pressure 
value was set. The height of the lens center increased with 
pressure. Continuous pressurization from 0 kPa at 

increments of 5 kPa resulted in a lens-center displacement 
of 7.1 mm at 80 kPa. However, wrinkles appeared in the 
film with refraction surface values exceeding 20 kPa, and 
this value was accordingly taken as the limit of the elastic 
deformation range. 

Figure 4 shows the relationship between pressure and 
focal length. The focal position was defined as that in 
which the beam spot was circular. The focal length was 
measured as the distance between this position and the 
end face of the lens. Its value decreased with higher 
pressure, and was 105 mm at 30 kPa. The focal length at 
20 kPa as the upper limit of effective pressure was 143 
mm. At pressure values from 0 to 8 kPa, the focal length 
varied from 582 to 240 mm. Based on this observation, 
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the anamorphic liquid-pressure varifocal lens can be 
considered suitable for use with long focal ranges. 

Figure 5 shows the results of measurement to determine 
displacement of the elastic film on the x and y axes as the 
pressure was changed in 10 kPa increments. The 
symmetry of the lens remained favorable, as shown in Fig. 
5. Film deflection was proportional to liquid pressure, and
displacement was consistent with the function of the 
fourth order with respect to position (x, y). 

Figure 6 shows the spot shape with a pressure value of 
10 kPa; (b) shows a circular spot with a diameter of 6.8 
mm at a focal length of 218 mm, while (a) and (c) show 
the spot shape ± 100 mm from this position. Both shapes 
are ellipses, which indicates rotation of 90° to the focal 
position. 

IV Conclusions 
This paper details the study of a lens allowing focal 

position/spot shape changes with a structure incorporating 
liquid and an elastic film. The variable spot shape 
generates an anamorphic refracting surface, with the 
elastic film of the lens used as a rectangular peripheral 
support. The spot is an ellipse with different aspect ratios 
and 90° rotation before and after the focal point. The 
effective focal length of the lens exceeded 200 mm. It is 
considered suitable for use with optical elements in laser 
diode usage, such as in application with an output of 
several hundred W without the need for converging 
properties. In the future work, the authors plan to apply 
the lens to the task of joining dissimilar materials in the 
fields of engineering plastics and metals. 
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I  Introduction 
Today, holography is firmly established as a tool for 

scientific research [1]. Its practical application has a 
sufficiently effective implementation due to the use of 
computer software. In particular, the methods and 
technologies of digital holography are used in the tasks of 
particle research, in the protection of counterfeiting and 
falsification of goods, in optical microscopy [2, 3]. 
Holographic research methods are used in the study of 
processes that occur in deformed environments, in the 
study of objects of different nature and spatial scale, in 
increasing the resolution of the holograms [4]. 

The appearance of holography increased the 
importance and role of light as a tool for storing and 
transmitting information. For example, on a hologram, 
several images (signals) may be captured, which, if 
restored, will not reveal mutual interference. In flat 
holograms with such an exposure, cross-images are 
created, but they do not interfere with the main image, in 
turn, volume holograms completely exclude the 
appearance of interference images. 

However, the most clearly informational essence is 
manifested in the digital hologram. The digital 
holography has opened an access to modeling and 
synthesizing the intensity and phase of the 
electromagnetic field wave [5], which serves as an 

alternative to analog methods. Numerical methods 
implemented on computers are ahead of the classical ones 
by means of high precision processing, the processing 
algorithm itself and the simplicity of changing its 
parameters, the availability of results, the possibility of 
complex non-linear and logical transformations and also 
the simplicity of the interaction at any stage processing. 
The basis of the holographic method is its ability to 
quickly process multidimensional information and the 
ability to create devices with large memory capacities. 

The digital holography is a subject of growing interest 
and finds application in both spatial and biomedical 
visualization, including metrology. The use of 
holographic research methods often requires the use of a 
large number of optical elements. 

The article presents a unique portable lensless digital 
holographic set-up for qualitative and more accurate 
analysis of the properties of objects during deformation 
and also determining the shape of objects, visualizing 
phase distributions with high spatial resolution. 

 
II  Digital holographic analysis of optically 

transparent phase objects 
1.  Theoretic background 

Numerical reconstruction of a digitally recorded 
hologram is carried out in accordance with the scalar 

Digital holographic analyzer of optical fiber inhomogeneity  

at the soldering region 
 

Bogdan Sokolenko*a, Andrey Prisyajniuka, Dmitrii Poletaeva, Nataliya Shostkaa, Ismail Ismailova 
 

aDepartment of General Physics, V.I. Vernadsky Crimean Federal University 4 Vernadsky Avenue,  
Simferopol, 295007, Russia 

 
Abstract 
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diffraction theory in the Frenel approximation for the 
Rayleigh-Sommerfeld diffraction integral. Restored 

Diffracted Field ( , )Q  in the image plane ( , )  at a 

distance d from the hologram plane can be represented in 
the paraxial approximation as follows: 

2

2 2

1 2( , ) exp

( , ) ( , )

exp ( ) ( ) .

Q i d
i d

o x y I x y dxdy

i x y dxdy
d

 (1) 

Equation (1) serves as the starting point for the 
numerical reconstruction of images in digital holography 
in the paraxial approximation, with which the x and y 

coordinates, as well as the corresponding  and  are 

small in comparing to the distance d. From equation (1) it 
can be seen that the resulting field is determined by a 
two-dimensional Fourier transform of the product of the 

intensity distribution in the hologram ( , ),I x y   complex 

amplitude of the reference wave 2 ( , )o x y  and quadratic 

phase function of spatial wave propagation: 

2 2( , ) exp ( ) .w x y i x y
d

 (2) 

Note that integral (1) is a convolution integral for the 

first two factors and function (2). Intensity ( , ; )I x y d  and 

phase ( , ; )x y d  of reconstructed images can be obtained 

from the complex field ( , )Q  calculated at a distance d 

using the following relations: 
2( , ; ) ( , ) ,

Im ( , )
( , ; ) arg ( , ) .

Re ( , )

I x y d Q x y

Q x y
x y d arctg Q x y

Q x y

  (3) 

Phase values ( , ; ),x y d  which was obtained by this 

formula correspond to a discontinuous function with a 

region of variation within the interval , .  One of 

the well-known phase unwarping algorithms can be 
applied to restore a continuous unfolded image of phase 
values. 

2.  Experimental results and discussion 
The principle of the in-line configuration is that the 

laser light, passing through sample, splits into the two 
areas: diffracted by the sample and reference beam, 
without phase perturbations. Thus, interference of two 
beams is recorded in the plane of the CMOS matrix. It is 
obvious that the sample in this scheme must be 
transparent, otherwise only the shadow of the sample will 
be recorded. This imposes significant limitations on 
research, but it is easy to work with this configuration for 
analysis of optically transparent phase objects as optical 
fibers. 

In the modern fiber optic industry, there are difficulties 
in controlling the quality of optical fibers associated with 
the inability of optical microscopy methods to determine 
refractive index fluctuations. With the help of the 
refractive index gradient, one can find out about defects 
on the core and the cladding of the optical fiber. From 
this point of view, the most appropriate methods for this 
task are digital holographic microscopy and tomography.  

An urgent task is the creation of a portable holographic 
installation for the study of defects on an optical fiber in 
real time. The portable digital non-slip holographic 
installation described above, configured to the axial 
configuration, was used to determine defects in the 
welded joint of two of the same type fibers. Special fiber-
optic blanks were made, on one of which an obvious 
displacement of the welded joint was created, and the 
other was created under normal conditions. In Figure 1, 
we may notice clearly observable defects on a well-
quality welded joint in standard soldering regime. 

 

  
a b 

Figure 1. The area of soldered optical fiber conjunction in 
normal mode: a) the optical wild-field microscopy image and b) 
reconstructed image of the same place from digital hologram. 
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Defects of the welded joint are also observed on the 
welded joint without visible displacement of the fibers 
relative to each other in image received from microscope.  

 

  
a b 

Figure 2. The area of soldered optical fiber conjunction in 
manual mode with induced misalignment of fibers: a) the optical 
wild-field microscopy image and b) reconstructed image of the 
same place from digital hologram. 

 
Thus, digital holographic analysis can be used for 

defects imaging in welded joints of optical fibers. 
Depending on the goals, this technique can be broaden 
and adapted for inspection of phase objects and structural 
analysis.  

 
III  Conclusion 

Digital holography is based on the fundamental 
principles of coherent optics, and modern achievements 
of electronic equipment and computer technologies. At 
the same time, there are broad possibilities for the study 
of various objects by optical methods with a resolution 
determined by a small wavelength of optical radiation, 
the characteristics of the optical system and a recording 
system based on multi-element radiation detectors. 

For the practical use of digital holography methods, it 
is necessary to take into account the peculiarities of the 
physical process of digital holographic recording and 
computer reconstruction of a hologram image. Recording 
schemes for digital holograms, as a rule, contain a large 
number of optical elements that introduce unwanted 
corrections into the resulting image. In addition, there is a 
need to develop portable and easy modified systems. 

In this work, a digital lensless holographic device was 
developed, which can investigate optical inhomogeneity 
in phase objects, which are transparent and onerously 
observable with an optical microscope. 
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I  Introduction 
Automated optical inspection (AOI) has been widely 

applied in industries such as printed circuit board (PCB), 
liquid crystal display (LCD), et al. these two decays 
(Taha et al. 2014) . Key components of AOI system are 
lens, detector and algorithm. Sometimes different angles 
of viewing, precision stage mechanism or different 
spectral filters are arranged. There are cases when 
suitable optical lens are not available regarding that better 
and better spatial resolution is always desired. New 
optical design shall be considered as a result. 

A group of requirement was raised. Spectral range was 
selected at visible range. Focal plane of the lens is linear 
sensor with pixel size of 5 m and pixel number of 
12,000 (12k5 m) or pixel size of 3.5 m and pixel 
number of 16,000 (16k3.5 m). The magnification of the 
lens varies from 0.025 to 0.14, i.e. for 12k5 m camera 
object resolution shall be from 35.7 to 200 m, and for 
16k3.5 m camera, object resolution from 25 to 140 m. 
Modulation transfer function (MTF) shall be no less than 
60% for spatial frequency of 47 lp/mm and no less than 
30% for 142 lp/mm. Optical distortion shall be no larger 
than 0.1% at all fields. Focal length was set around 60 
mm. Since the requirements were stringent, necessary 
optical design was performed.  

*tmw@itrc.narl.org.tw; phone 886 3 537-0871 

II  Optical design 
Since the focal length was defined around 60 mm and 
magnification changes. From paraxial theory (Yeh et al, 
1995), one can calculate the overall distance, T, from 
object to image as 

f
M

MT )12( ,                                                       (1) 

where M is the magnification and f  the focal length. We 
can found that T varied from 557 mm to 2521.5 mm when 
magnification from -0.025 to -0.14 (following the sign 
convention of Welford 1986) if the focal length is 60 mm. 
On the other hand, if the focal length did not be specified, 
zoom lens type optical design can be selected. If we set T 
fixed as 2500 mm, focal length varies from 59.5 to 269.3 
mm. 

It was found that optical design that met the 
requirements can be easily found when focal length was 
larger than 100 mm, where all the components can be 
spherical. There was some difficulty when trying to make 
the focal length around 60 mm. If we tried to meet 
requirements without fixed focal length constrain, focal 
length of 105 mm can found. The resulting optical layout 
is depicted in Figure 1. The focal plane disk diameter was 
selected as 62 mm. Eight spherical components were used. 
Maximum clear aperture was 33 mm. The last three 
components were selected as floating group during 
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magnification variation. As a result, the length of the lens 
was from 53.9 to 54.5 mm. Back focal length was from 
74.3 to 86.3 mm. 

 
Figure 1. Optical layout for the design result with 
focal length of 105 mm 

To meet the requirements, focal length shall be around 
60 mm. The design result is illustrated in Figure 2. Nine 
components can be found with 2 plastic and 7 glass ones. 
Four components were arranged in front of the stop while 
the other five after stop. The last five components were 
set as floating group when magnification varies. Two 
aspheric components were designed to meet the stringent 
requirements such as focal length, MTF and distortion. 
Maximum lens clear aperture was 86 mm.  

 
Figure 2. Optical layout for the design result with 
focal length of 60 mm 

 
Figure 3. Optical layout for different magnification 

In Figure 2, first component was highly asphric for large 
FOV of 54 deg. The length of the lens was from 280.3 to 
285.8 mm, while back focal length was from 60.7 to 68 
mm. For different magnification, optical layout can be 
found in Figure 3. Position variation was shown for each 
case. MTF curves for magnification of 0.025 are shown in 
Figure 4. For other magnification factors, MTF are 
slightly different but all larger than 30% at 142 lp/mm.  
Distortion was found to be less than 0.1% for all 
magnification factors. 

 

Figure 4. MTF plot for magnification of 0.025 

 

III  Conclusion 
An AOI lens has been designed for linear sensors with 

pixel size of 5 m and pixel number of 12,000 or pixel 
size of 3.5 m and pixel number of 16,000. The field of 
view reaches 54 degrees.  Magnification of the lens varies 
from 0.025 to 0.14. Effective focal length is 60 mm. MTF 
of optical design meets requirement and reaches 70% at 
spatial frequency of 47 lp/mm and 30% at 142 lp/mm. 
The distortion is controlled under 0.1%. 
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I Introduction 
Glass is the most significant high-performance materials 

used for numerous technologies – including scientific 
research, industrial and social applications, for example, 
the luminescent glasses obtained by doping. The past 
decades have witnessed a significant benefit from these 
kinds of luminescence glasses in various applications such 
as fiber-optic communication, laser and light emitting 
diode (LED) lighting, mainly owing to the outstanding 
performance of active dopants [1]. A series of 
photoluminescence ions are inlaid into the host matrix in 
these applications. The spectroscopic features of gain 
materials are closely associated with their chemical state 
and the surrounding ligand field. This provides the 
possibility to improve the luminescence characteristics of 
active ions by changing the host matrix identified by 
Raman spectra, X-ray diffraction, nuclear magnetic 
resonance [2,3]. Recently THz-TDS has been employed to 
characterize a series of silicate glasses [4,5].  THz-TDS 
gives a direct measurement of the field amplitude and 
phase and enables the calculation of the absorption 
coefficients and refractive indices with single 

measurement. But THz-TDS is less used to study active 
glasses. 

In this paper, THz-TDS is used to characterize erbium 
doped phosphate glasses for the first time to our best 
knowledge. Material parameters derived from THz signals 
were strongly dependent on the glass compositions. The 
relationships between these parameters and optical 
properties, such as luminescence intensities at 1532 nm 
and related fluorescence lifetimes under 980 nm 
excitation, were further discussed and analyzed. 

II Preparation of doped phosphate glasses 

A set of ytterbium and erbium doped phosphate glass 
samples, in varying compositions P2O5-X2O3-YO with 
X=B, Al, Ga and Y=Zn, Mg, Ca, are listed in Table 1. They 
were prepared by the traditional melting-quenching 
method [2]. The raw materials were weighed to ~ 50 g, 
mixed in an agate mortar for at least 15 min, stored in an 
alumina crucible and put into a 500 °C electric furnace for 
30 min. Then the samples were melted at 1500 °C for 60 
min. All the obtained glasses were annealed around Tg for 
180 min. Finally, the glasses were cut and polished 
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Terahertz time domain transmission spectroscopy (THz-TDS), simultaneous recording amplitude and phase information 
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carefully to meet the requirements for optical 
measurements.

Table 1. Compositions of doped phosphate glass samples (wt%) 
Sample P2O5 B2O3 Al2O3 Ga2O3 ZnO MgO CaO Yb2O3 Er2O3 
PGaZn 74.1   11.1 14.8   1.2 0.6 
PAlZn 74.1  11.1  14.8   1.2 0.6 
PBZn 74.1 11.1   14.8   1.2 0.6 
PBMg 74.1 11.1    14.8  1.2 0.6 
PBCa 74.1 11.1     14.8 1.2 0.6 

III Terahertz characterization: results and 
discussions 

Terahertz measurements were conducted using a Menlo 
Systems GmbH TeraSmart Terahertz Time Domain 
Spectrometer. The amplitude and phase of the THz signal 
as a function of frequency were obtained from the 
measured time-domain data of THz electric field using the 
fast Fourier transform (FFT function was used directly in 
the Matlab). Then the absorption coefficients (α(ν)) and 
refractive indices (n(ν)) of the samples were calculated 
using following equations: 

 (1) 

 (2) 

 (3) 

where  and  are the amplitude and phase of THz 
field at frequency , c is the velocity of light, d is the 
thickness of samples [6]. 

Figs. 1. (a) and (b) show the absorption coefficients and 
refractive indices, respectively. Savitzky-Golay filter has 
been used to smooth the data in the trusted measurement 
range (0.3 – 1.7 THz). For the absorption coefficients, there 
is no significant difference among glass samples with a 
fixed P2O5 to ZnO ratio (green, red and black curves) while 
B2O3 being replaced by Al2O3 or Ga2O3. However, when 
ZnO is replaced by MgO or CaO with a fixed P2O5 to B2O3 
ratio, the absorption coefficients increase. This can be 
attribute to the modifier field strength effects [4]. In the 
system of PBZn, PAlZn and PGaZn, Zn2+ ions mainly play 
the role of glass network intermediate and certain part of 
Zn2+ ions can be considered as the glassy network 
modifiers. However, in the PBMg and PBCa systems, Mg2+ 
and Ca2+ not only are the network modifiers but also have 

higher alkaline earth cations in the glasses. It is also 
observed that the absorption losses increase by replacing 
the modifier from Ca2+ to Mg2+. Similar phenomenon is 
observed in Fig. 1 (b), PBCa and PBMg have relatively 
higher refractive indices as compared to PBZn, PAlZn and 
PGaZn, however, the difference is not obvious as 
absorption coefficients. 

Fig. 1. (a) Absorption coefficients and (b) refractive indices of 
the glasses studied. 

Quantitatively, the effect of glass composition on THz 
signals can be understood according to the following 
equation: 

 (4) 
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where h is Plank constant,  is an exponent coefficient 
equaling approximately to two in glassy materials [4,7], 

and K is a factor which increases with the density of charge 
fluctuations in the material and the refractive index. 

 
Fig. 2. (a) Frequency dependence of the  of glasses studied, together with a fit to Eq. (4) (dashed line). (b) Emission spectra. 

(c) Decay curves at 1532 nm. (d) Product Kh2 of each sample. (e) Emission intensity and (f) fluorescence lifetime at 1532 nm. All 
samples are excited by 980 nm laser.

Fig. 2 (a) shows the  against frequency on a 
log-log scale with the values of  (slope) listed. Linear 
fitting has been used (0.4 to 1.7 THz) to obtain material 
parameters  and K, where the R-squares of fitting are 
0.978, 0.964, 0.978, 0.979, 0.986 for PGaZn, PAlZn, 
PBZn, PBMg and PBCa, respectively. The calculated Kh2 
values (instead of K for easier comparisons) based on Eq. 
(4) are demonstrated in Fig. 2 (d). Both  and K are 
dependent on the glass composition. The minimum value 
of Kh2 appears in the PBZn sample, and replacing either 
B2O3 or ZnO will lead to an increase in Kh2. 

The change in glass network can also be reflected by 
emission properties of erbium ions as they will affect by 
the surrounding ligand field. Fig. 2 (b) and (e) show the 
Er3+ 4I13/2  4I15/2 emission spectra and luminescence 
intensity of 1532 nm under 980 nm pumping, respectively. 
The decay curves at 1532 nm were measured and lifetime 
were calculated with exponential decay fitting, shown in 
Fig. 2 (c) and (f). The emission intensity and fluorescence 
lifetime have similar trends to that of Kh2. The PBZn glass 
has the minimum value in all three measurements, and 

substituting ZnO by MgO or CaO and or B2O3 by Al2O3 or 
Ga2O3 increases Kh2 and fluorescence lifetime and 
intensity values. Note that the increase is different in each 
approach, i.e. the presence of Mg2+ and Ca2+increases Kh2 
markedly in PBZn, PBMg and PBCa, while the emission 
intensity and fluorescence lifetime show only moderate 
variations. Although the presence of Mg2+ and Ca2+ 
modifies the microscopic polarizability and disorder of the 
glass network, emission properties are still influence by the 
phonon energy of glass [4,8]. Previous studies have shown 
that B2O3 contained glasses mainly consist of [BO3] and 
[BO4] with vibrational energies being approximately 1324 
cm-1 [2]. Such large phonon energy leads to high non-
radiative transition. Whereas the phonon energy of PAlZn 
and PGaZn is lower than it in PBZn, PBMg and PBCa, 
resulting enhanced near infrared emission. 

IV Conclusion 

Erbium doped phosphate glasses with compositions of 
P2O5-X2O3-YO, X=B, Al, Ga; Y=Zn, Mg, Ca, doped with 
ytterbium and erbium were prepared and characterized by 
terahertz time domain spectroscopy. The change of THz 
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signals depends on the glass compositions. For the 
absorption coefficients and refractive indices, they increase 
as the alkalinity of the glass rises. As for the material 
parameters  and Kh2, they demonstrate similar trends for 
the emission of Er3+ and fluorescence lifetime at 1532 nm 
with subtle differences related to the phonon energy of the 
glasses. These results demonstrate that THz-TDS has great 
potential to be employed as a structural probe for active 
glass characterization. 
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I  Introduction 
Currently, 3D scanning technology widely used in our 

life. The technology flourished from the 2010. The most 
people well known was Kinect. The system was 
published by Microsoft. It could measure the depth 
information and instant computing the full color model. 
The tech not only used in the entertainment, but also 
applied to medical, 3D imaging construct and health care 
etc. [1] The 3D scanning technology could be classified 
to active type and passive type. The most popular 3D 
scanning technology was list on the below: (reference 
Figure. 1) 

 Stereo Vision (passive type): The tech used the 
parallax principle, so the system usually needed 
two or more than two imaging from the different 
angle. The 3D information could be obtained by 
each relative positions of objects in these plane 
screens. [2] 

 Structured Light (active type): The tech usually 
composed of the IR light source and IR camera. 
The light source projected a certain pattern on the 
object and the IR camera will capture the reflection 
figure. The 3D information could be obtained by 
the difference between the ideal pattern and 
reflection pattern. [3, 4] 

 Time of Flight (active type): The major elements of 
the tech was the same with structure light, but it 
used the different working principle. The 3D 
information could be obtained by each flight time 
of light source. [5] 

 
Figure. 1 3D scanning technology classification 
Most of the 3D scanning products was active type. In 

the above popular scanning techs, the structured light 
technology was the only one could analysis nanometer 
depth information, but it still had some disadvantage of 
sensor calibration, environment light effects and long 
operation time. Therefore, people present the different 
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Abstract 
In the studying, we analysis the diffraction pattern noise that was design by iterative Fourier transform algorithm. 3D 

scanning technology widely used in our life. Structure light was a popular technology that used in the 3D scanning. The 
projection pattern of structure light directly affected the system resolution. Therefore, we design the two types of 
diffraction pattern by iterative Fourier transform algorithm and compare the imaging quality. From the simulation result, 
we found the circular pattern which Signal to Noise Ratio was 1.5 times to the rectangular type and the projection pattern 
didn’t directly affect conversion efficiency and stray light. In the future, we could simulate the more patterns and complex 
patterns to find the best projection pattern for structured light.  

Keywords: diffraction pattern, iterative Fourier transform algorithm, structure light, 3D scanning 
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method to overcome these problems. El-laithy team 
presented an algorithm to reduce the environment light 
effects [6]. Wiedemann team change the object distance 
and camera exposure time to decrease the calibration time 
[7]. Hall-Holt team presented a special pattern to decrease 
the system operation time [8]. Zhang team used the color 
pattern and phase shift principle to increase the depth 
information resolution [9, 10]. In these prior art, lot of 
people presented the different meth to reduce the noise 
and operation time. In the paper, we would like to use the 
Iterative Fourier Transform Algorithm(IFTA) to design 
the different patterns grating and compare the noise 
which applied in the structured light system.   

 
II  Diffraction element design principle 

In the paper, we used IFTA to design the three grating 
with the different patterns. IFTA principle was suppose a 
random phase and through numerical iterative processing 
to get the result. The calculation process showed on the 
below: (reference Figure. 2) 

Figure. 2. IFTA diffraction grating creation process 
In the experiment, we used the light source with 532 

nm wavelength. The simulation focal length on the 
100mm. The grating was a four level diffraction element 
and each pitch was 3.04um. Its size was 10*10mm. The 
simulation structure reference Figure. 3. 

 
Figure. 3. Experiment diagram 

 

III  Diffraction pattern simulation results 
In the paper, we used IFTA to design the two 

diffraction elements which could project the diffraction 
patterns. The first projection pattern was 5*5 circular 
matrix. Each spot diameter was 2mm and the pitch was 
2mm. (reference Figure. 4) The second projection pattern 
was 5*5 rectangular matrix. Each spot was 2mm and the 
pitch was 2mm. (reference Figure. 5) 

 
Figure. 4. Circular pattern 5*5 matrix 

 
Figure. 5. Rectangular pattern 5*5 matrix 

From the simulation result, we compared the results 
of two type. Signal to Noise Ratio of circular type was 

Proc. of SPIE Vol. 11142  1114201-141



rectangular type 1.5 times. The two type results of 
conversion efficiency and stray light was almost the same. 
(reference Table. 1.) 

Table. 1. The two type simulation results 

 
Through the simulation, we found the pattern that 

would directly affect the SNR. The pattern didn’t directly 
affect the conversion efficiency and stray light. The 
simple projection pattern was more suitable for the 
structure light system. 

 
IV Conclusion 

    In the studying, we used IFTA to design two types 
diffraction element. From the simulation results, we found 
the simpler pattern which Signal to Noise Ratio was 1.5 
times to the rectangular type and the projection pattern 
didn’t directly affect conversion efficiency and stray light. 
In the future, we could simulate the more patterns and 
complex patterns to find the best projection pattern for 
structured light. 
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Abstract 
A method of coincidence degree for remote micro-objects based on parallel 

light imaging is proposed, which solve the problem that the existing technology can 
not measure the space position of micro-objects at a long distance. 
1.Introduction 

The long-distance measurement of the spatial position of micro-objects 
that the geometric size is similar to the wavelength is limited by the optical 
physical characteristics, the accuracy of equipment, and can not meet the 
accuracy requirements, even can not be measured. Especially for the 
measurement of the spatial position relationship of multiple micro-objects in 
long-distance, whether using full-wavelength beam or laser beam to measure, 
it will be affected by interference and diffraction. In this paper, the coincidence 
measurement of two micro-slits (tens of microns) with long distances (meters) 
is studied. 
2.Basic principle of measurement  

Considering the actual situation of the measurement task, the 
measurement principle as shown in Figure 2 is adopted: white light source 1 
emits stable white light, after homogenizing plate 2, homogenizing light 3 
irradiates on the first tantalum plate 4. The tantalum plate is located at the focal 
point of parallel light shaping device 5. The parallel light shaping device has a 
fixed focal length f(6), and then is coupled to another parallel light shaping 
device 8 through parallel light 7. This device has the same parameters and 
technical specifications with the former parallel light shaping device. The 
second tantalum sheet 10 is placed at the focus of the second parallel light 
shaping device 8. At this time, the equal-scale real image of the first Tantalum 
Sheet 4 is inverted on the surface of the second tantalum sheet 10. The 
position of the inverted real image and the second tantalum sheet is measured 
by using the detection/observation measuring device 12 with focal length f0(11) 
(this project is a reading microscope). Finally, the measurement results of 
projection coincidence degree are obtained. 
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 Fig. 1 Principle of coincidence measurement 
3. Measurement process and result 

3.1 Determination of sampling points 
During the sampling process, in order to ensure that the sampled sample 

can universally and reasonably represent the projection size of the micro-slit in 
the whole 20 *20 mm range, and have a good response system setting 
accuracy, sampling points are selected according to the figure 2. That is to say, 
it can cover the range of edges and corners, and at the same time reflect the 
changing trend of projection size of horizontal and vertical slits, and basically 
determine the accuracy distribution of the alignment results. 

 
Figure 2 Sampling schematic diagram of Ta slit coincidence data 

3.2 Focus calibration 
Using standard devices such as bolo plate and reading microscope to 

finish focus calibration. 
3.3 Coaxial calibration 
Using linear interval and knife-edge method of photoelectric conversion of 

photodetectors to finish coaxial calibration. 
3.4 Rusult 
The average slot width of tantalum sheet is 146.37 micron, and the 

projection slot width of the collimator is 141.19 micron after fine-tuning. The 
average coincidence rate is 96.461%. 
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Fig. 3 Impression drawing of alignment 

4. Conclusions 
The measurement method of coincidence degree for remote 

micro-objects based on parallel light imaging has the following advantages: 
(1) Avoiding interference and diffraction phenomena in remote 

micro-object detection by using parallel light imaging method. 
(2) Using the transfer process of optical imaging system to eliminate one 

dimension variable in three-dimensional space problem and improve 
measurement accuracy. 
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8

9

SAMPLE01 145.14μm SAMPLE02

147.60μm

1 20mm×20mm 141.19μm

2 172μm 116μm

3 151~157μm

4 9 9

5

3.13μm RMS=0.0022

146.37μm 141.19μm

96.461%

3. Analysis of results:  
The measured results of cemented sheets are SAMPLE01, with an average slit width 
of 145.14 um, SAMPLE02 and an average slit width of 147.60 um.  
Based on the measurement data in section I of the report, it is summarized as 
follows:  
1. The average slit width of fine-tuned alignment projection is 141.19 um in the 20 
mm x 20 mm slit area of tantalum sheet.  
2. The maximum projection slit width is 172 microns and the minimum is 116 
microns.  
3. The width of projection slit in the central region is the largest, 151-157 um. The 
closer to the edge, the smaller the projection slit width and the lower the adjustment 
accuracy.  
4. Data acquisition point is similar to 9 *9 mode. The horizontal and vertical analysis 
shows that the data change trend of three row acquisition points is large in the 
middle, small at both ends and larger at the lower end than at the upper end. The 
data change trend of three row acquisition points is large in the middle, small at both 
ends and larger at the left end than at the right end, indicating that the middle area 
of micro-slit adjustment effect is the best, followed by the third quadrant (lower left) 
and the first quadrant (upper right).  
5. In horizontal width statistics, the consistency of horizontal width is good, the 
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fluctuation of data is very small, the average value is close to the actual value, the 
result is 3.13 um, RMS = 0.0022.  
Comparing the data of cementing sheet, the average seam width of cementing sheet 
is 146.37 micron, and the projection seam width of the collimator is 141.19 micron, 
the average coincidence rate is 96.461%. 
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Abstract — In this paper, the determination of the topological charge of the vortex beams by means of 
shearing interferometry was achieved, for both common and non-common path shearing 
interferometers, using simple yet effective optical elements. The recording and analysis of interference 
patterns from different setups was accomplished using: cyclic, rotational and reversal shearing 
interferometers. The use of cyclic and rotational shearing interferometers resulted in interference
patterns with two oppositely oriented forks for both setups. However, with the reversal shearing 
interferometer, a single forked pattern was obtained and a mathematical approximation was deduced.

Keywords - vortex beams, shearing interferometry, topological charge.
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1. Introduction
Optical vortices with helical wavefronts and 
phase dependence ; m being the 
topological charge and θ the azimuthal angle in 
cylindrical coordinates; were recognized to 
have orbital angular momentum (OAM) only 
about two decades ago [1]. The important part 
is that angular momentum is independent of the 
polarization state. This OAM induced a rise of 
interest in optical fields possessing screw phase 
singularities carried by vortex beams due to its 
wide range of potential applications in various 
areas, and also its importance from the 
viewpoint of both fundamental and applied 
physics.
Algebraically, the set of vortices with integer 
valued topological charges represents a basis 
for a space of infinite dimensionality over 
circular apertures of arbitrary radius [2]. And
since the number of these Eigen states is
unlimited in theory, there would be a possibility 
to generate unlimited communication channels 
using optical vortex beams if they were utilized 
as an information carrier. 
The OAM of a vortex beam is equal to 
per photon, where m is the topological charge 
and h is planks constant [3-4]. Also, given that 
the line integral of the phase gradient of the 
optical vortex around its singular point is non-
zero and equals to 2πm, the topological charge 
m defines how many revolutions the wavefront 

takes per a wavelength. Hence, by determining 
this topological charge, full information is 
provided about the phase profile of the vortex 
and also its OAM. Figure 1 shows beams with 
various topological charges from 0 to 3. [5]

Fig. 1 Beams with topological charges m = 0 
(a); m = 1 (b); m = 2 (c); m = 3 (d).

Like polarized beams carrying spin angular 
momentum are readily produced by means of a 
wave-plate to convert linear light to circularly 
polarized light, а Hermite–Gaussian beam with 
no angular momentum could be similarly 
transformed with cylindrical lenses into a 
Laguerre–Gaussian beam carrying orbital 
angular momentum, as shown in Figure 2a.
Consequently,  numerically computed  
holograms  have  been  the  most common  
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method  of  creating  helical  beams,  as  they  
can  generate  any  Laguerre–Gaussian mode 
from the any initial beam (Figure 2b). [6]

Fig. 2 Creating vortex beams with lenses (a) 
and holograms (b).
A number of methods have been developed for 
determining the topological charge. The 
topological charge can be determined either 
computationally by the use of methods like 
zero-crossing, line integral or phase contour 
methods or interferometrically where usually 
the vortex beam is made to interfere with its 
generating plane or spherical reference beam to 
form fork or spiral fringes as vortex signature
[7]. In addition, both astigmatic and 
holographic optical elements can be used in the 
same manner as for creation, but in reverse.
These methods are mainly based on measuring 
the intensity distribution of a vortex beam 
passing through various diffractive elements, or 
the intensity distribution resulting from the 
interference of a vortex beam with a reference 
plane wave.
Another possible way to detect an optical 
vortices is with use of a high sensitivity Shack-
Hartmann wavefront sensor (Figure 3). A
microlens array (MA) subdivides the wavefront 

(W) into multiple beams that are focused in a 
CCD camera. Local slope of the wavefront over 
each microlens aperture determines the location 
of the spot on the CCD. Red arrows represent 
normals to the wavefront. The spot pattern 
deviation allows to determine the slope of the 
wavefront segment, thus making possible to 
reconstruct the wavefront and to detect the 
vortex beam.[8]

Fig. 3 Detecting vortices with S-H wavefront 
sensor.
However, if the light beam is polychromatic 
and / or partially incoherent, the topology of the 
phase front of the vortex beam is not clearly 
defined, and at the incoherent limit neither the 
spiral phase nor the characteristic zero intensity 
at the center of the vortex can be observed.
To determine the topological charge of a vortex 
beam with a small degree of coherence, the 
correlation method was used in a number of 
papers [9]. The method is based on the fact that 
an annular dislocation of a low-coherent optical 
monochromatic vortex can be visualized using 
the cross-correlation function.
It should be noted that in some cases, the most 
complete information about the singular 
structure of the vortex beam is provided not by 
the dominant topological charge, but by the 
spectrum of the topological charge, which is 
directly related to the spectrum of the orbital 
angular momentum. Such cases include low-
coherent monochromatic vortices and 
polychromatic ones.
In this paper, shearing interferometry is 
employed to detect the vortex signature and 
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determine its topological charge as it does not 
require a reference beam, it can be made as a 
very simple and compact optical system and its 
fringe pattern is less affected by air currents and 
vibrations [2].
In shearing interferometry, the amplitude of the 
input beam is divided into two, these two beams 
may or may not travel along the same optical 
path depending on the type of the 
interferometer. The first portion of the input 
beam is unaltered, while in the second half a 
significate parameter is changed either by 
shifting, rotating or reversing its wavefront with 
respect to the first half of the input beam.

2. Shearing interferometry:
Shearing interferometry basically relies on the 
properties of interfering light. It is the process 
in which an interference pattern is achieved 
between a test wave and its displaced replica in 
a region where the two waves overlap [10]. The 
fringe formation in the region of overlap is 
governed by:
For cyclic shearing interferometer

(1)
For rotational shearing interferometer [11]

(2)
For reversal shearing interferometer

(3)
The fringe pattern optical path difference 
(OPD) relates to the phase gradient by the 
following relation

                        (4)
When the shear Δx is small, small shear 
approximation can be applied and one can write

                        (5)
Where k is the propagation constant. If the 
phase deviation represented by the phase
gradient | ϕ| is small the above relation is valid 
even for larger shear Δx [12].

3. Experimental setups and results
3.1. Common path shearing interferometry: 
3.1.1. Cyclic shearing interferometer
Cyclic shearing interferometers have the 
advantage of low sensitivity to vibrations [2],
they can be used both with incoherent and 
coherent light sources. Both properties are due 
to the fact that the optical path traveled by the 
two interfering beams is the same. In optical 
testing literature, there are already different 
arrangements of cyclic shearing 

interferometers. For this research, the triangular 
configuration was selected.
The interfering beams in this interferometer 
have near zero path difference since they 
counter propagate along the same path. 
However, there is a phase difference of π since 
one beam experiences two additional total 
internal reflections compared to the other [2].
The Figure 4 shows the arrangement used, 
where an interference pattern is acquired by 
means of a cyclic shearing interferometer. A 
5mW He-Ne laser (1) with a wavelength λ = 
632.8 nm generates a Gaussian beam that 
passes through a collimator (2) to keep its beam 
radius from changing within enough 
propagation distances, the Collimated beam 
then illuminates the fork hologram displayed in
the Holoeye transmissive LC-2002 spatial light 
modulator (3) generated by a computer (4) [13-
14] and the transmitted diffracted light passes 
through a lens (5) with a focal length of L1 =50
cm exactly where the diaphragm (6) is located 
in order to allow only the first diffraction order 
carrying the vortex with the desirable
topological charge to proceed through the 
propagation path. An identical lens (7) to the 
first is set L2 =50 cm apart from the diaphragm 
for the collimation purpose. The vortex then is 
split into two counter-propagating identical 
beams using the cyclic shearing interferometer
that consists of: a beam splitter (8), mirrors (9, 
10) to eventually interfere with each other. The 
interference of the two beams is directly 
recorded by the CCD camera (11).

Fig. 4. The experimental set-up for 
interference of vortex using cyclic shearing 

interferometer.

Different results are obtained depending on the 
topological charge "m", Figure 5 shows the 
interference pattern for an optical vortex with 
topological charge m = 2 and 4 using cyclic 
shearing interferometer:
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                 (a)                                  (b)
Fig. 5. Experimental interference fringes for 

optical vortices with different topological 
charges using cyclic shearing interferometer: 

(a) m = 2, (b) m = 4

In This figure, the interference pattern shows
two oppositely oriented fork fringes due to the 
fact that both of the displaced wavefronts carry 
a vortex. The interference of each vortex 
infected region with the other wavefront results 
in the formation of a fork within the oblique 
linear fringes. These fringes are caused by the 
host Gaussian beam having a specific radius of 
curvature [2]. However, the presence of two 
oppositely oriented vortices in the shearogram
corresponds to a single isolated vortex in the 
test wavefront. And by counting the prongs of 
the fork, one can easily determine the 
topological charge of the vortex using:

                      (6)
With N being the number of prongs.

3.2. Non-common path shearing 
interferometry: 
For the following setups, the beam entering the 
interferometer will not cross the same path as 
for the cyclic interferometer since they are not 
common path interferometers.

3.2.1. Rotational shearing interferometer 
In the rotational shearing interferometer, one 
pupil image is rotated by a small angle about 
the optical axis with respect to its replica 
(reference beam). The two images will overlap 
if the center of the pupil is coincided with the 
rotation axis where the rotation of one 
wavefront with respect to the other beam is 
denoted by φ. 
The most effective and the easiest to implement
rotational shearing interferometer is the 
variable rotational shearing interferometer [15]
which is based on Michelson interferometer, 

where right angle prisms replace the reflecting 
mirrors as in Figure 6 [16].
In the following setup, the beam carrying the 
vortex is split into two beams by a cubic beam 
splitter (8), one of the beams is reflected by a 
fixed prism (10), while the other is reflected by 
a rotatable prism (9) causing the rotation of its 
wavefront by a certain angle with respect to
their common optical axis. The resulting 
interferometric pattern is registered by a CCD 
camera.

Fig. 6. Scheme of the optical vortices in 
rotational shearing interferometry 

experimental setup

                 (a)                                  (b)

                 (c)                                  (d)
Fig. 7. Experimental interference fringes for 

optical vortices with different topological 
charges using rotational shearing 

interferometer when φ= 0° (a) m = 2, and 
when φ= 30° CW (b) m = 2, (c) m = 4, (d) m = 

-4

As with the cyclic shearing interferometer,
Figure 7 shows that a double forked pattern is 
obtained using rotational shearing 
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interferometer where equation (6) is also 
applicable. As a result, a double fork pattern 
can be obtained either by using a common path 
or a non-common path shearing 
interferometers. 
Another noticeable difference between the 
pattern of fringes for vortices with negative and 
positive charges using this interferometer is that 
the orientation of the two forks is reversed. Yet, 
their number of prongs is still the same. 
Facilitating by that the determination of the 
vortex charge sign and value. Also, we can see 
that the fork patterns of the vortex are not 
affected by the rotation angle. Yet, it affects the 
orientation of the fringes in each baseline. 
In addition to this, the change of the rotation 
angle causes a change in the spatial frequency 
of the fringes in each baseline. 
 
3.2.2. Reversal shearing interferometer  
The reversal shearing (Fig.8) interferometer 
splits the input beam into two wavefronts in 
which one is a reversed replica of the other. 
The beam will be split by the beam splitter (8) 
so that one of the beams is reflected by a mirror 
(9) while the other is horizontally flipped and 
reflected by the prism (10) to interfere with the 
first beam. The interference of the two beams is 
directly recorded by the CCD camera (11). 

 
Fig. 8. Scheme of the optical vortices in 

reversal shearing interferometry experimental 
setup 

 
Different results are obtained depending on the 
topological charge "m". Figure 9 shows the 
interference pattern for optical vortices with 
positive topological charge m=2,3 using 
reversal shearing interferometer, while Figure 
10 shows the interference pattern for optical 
vortices with negative topological charge m=-
2,-3, in addition to their computer simulation. 

  

 
                 (a)                                  (b) 

  

 
                 (c)                                  (d) 

Fig. 9. Simulated (top) and experimental 
(bottom) interference fringes for optical 

vortices using reversal shearing 
interferometer: (a) m = 2, (b) m = 3, (c) m = 2, 

(d) m = 3 
 

  

 
                 (a)                                  (b) 

Proc. of SPIE Vol. 11142  1114201-155



                 (c)                                  (d)
Fig. 10. Simulated (top) and experimental
(bottom) interference fringes for optical 

vortices using reversal shearing 
interferometer: (a) m = -2, (b) m = -3, (c) m = 

-2, (d) m = -3

In The last two figures, we can see that the 
resulting interference patterns using this 
technique are different, they shows that with 
the reversal shearing interferometer, there is 
only one fork pattern instead of two. This fork 
is either facing left or right depending on the 
sign of the topological charge of the vortex (left 
for negative charges while right for positive
charges). 
Its corresponding simulation was achieved
basically by modifying the equation of 
interference of a Gaussian beam with a vortex
beam given as follows 

          (7)

With the assumption that both the Gaussian 
and vortex beams has equal intensities.
In Cartesian coordinates, this equation will be: 

(8)
With , since tan-1 is an odd 
function, for this reason, in order to have 

, can be written as:

(9)
Resulting in:

                            
(10)
On the other hand, since the linear fringes are 
horizontal, the reference beam can be 
considered as a plane wave with constant 
amplitude and a wave vector k on the (y-z) 
plane instead of the (x-z) plane, transforming
the equation into:

                        

        
(11)
It is also seen that the spatial frequency in the 
direction of the fork pattern is doubled. As a 
result, m is replaced by 2m in the previous 
equation 

                               
(12)
Which corresponds to:

           (13)
As a result, this expression provides a very 
close approximation to the results acquired 
experimentally and can be utilized to determine
the topological charge by modifying equation
(6) to:

                     (14)
So

                          (15)
4. Conclusion 
In this paper, the topological charge of an 
optical vortex was determined using both
common and non-common path shearing 
interferometers. As for the common path 
shearing interferometer, the use of cyclic 
shearing interferometer resulted in interference 
pattern similar to that of the lateral shearing 
interferometer [17], where two reversed 
oriented forks are obtained. They define the 
singularity infected regions within an oblique 
linear fringes. These linear fringes are caused 
by the host Gaussian beam that has a specific 
radius of curvature. As for the non-common 
path shearing Interferometers. Similarly, the 
use of the Rotational shearing interferometer 
also resulted in the formation of reversed 
oriented forks. Yet, the change of the rotation 
angle caused a change in both the spatial 
frequency on each baseline and the orientation 
of the linear fringes.
Differently, the utilization of the reversal 
shearing interferometer resulted in a single fork 
formation that has a wave vector k on the (y-z)
plane. And the doubling of the topological 
charge signature, giving rise to the possibility 
of easily detecting the optical vortex with 
fractional topological charges that has:

For any arbitrary integer number k.
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Abstract 

In this work, an optical frequency domain reflectometer (OFDR) based on a self-sweeping fiber laser generating 
sequence of individual laser modes is simulated. The effect of a small frequency change for each mode which leads to a 
parasitic signal in the reflectogram is taken into account. The estimations for the achievable values of the maximum fiber 
length and spatial resolution in the proposed OFDR scheme – 10 meters and 14 μm, respectively – are calculated based 
on the modeling. 

Keywords: optical frequency domain reflectometry, self-sweeping fiber laser, tunable radiation 

Optical reflectometry is a key technology for 
monitoring optical systems as well as for distributed 
sensors. In the last case, the dependence of the parameters 
of probe radiation (intensity or optical frequency) 
scattered in the fiber on external physical influences 
(temperature or mechanical stress) is used [1]. Most of the 
fiber distributed sensor systems based on time domain 
reflectometry allows to obtain spatial resolution of the 
order of 1 meter. In this case, a resolution improve is 
limited by a significant degradation in the signal-to-noise 
ratio with duration decrease of probe radiation. However, 
sufficiently small spatial resolution is required for a 
number of applications. Optical frequency domain 
reflectometry (OFDR) is the one of approaches to reduce 
spatial resolution up to submillimeters scales. The 
principle of OFDR operation is based on the analysis of 
the interference between the input and scattered from the 
fiber signals during frequency scanning of the tunable 
probe radiation [2]. The interference signal obtained 
during frequency scanning contains information on the 
exact position and magnitude of the reflecting events 
along the fiber length through the fast Fourier transform 
(FFT). At the same time, the OFDR systems demonstrate 
high sensitivity to the reflected or scattered signal ~ -
100 dB. 

The key element of OFDR is tunable laser, which is 
rather expensive and complex device. In the work, an 
application a new type of tunable laser – a self-sweeping 
fiber laser – as a tunable source for OFDR scheme is 
proposed. Optical frequency is tuned due to internal 
processes in active medium without using external tunable 
elements and drivers in this laser [3]. In this case, the laser 

generates a regular sequence of pulses, which consist of a 
single longitudinal mode of the cavity. The laser 
frequency stepwise changes from one pulse to another by 
a value ~5 MHz. The range of wavelength tuning can 
reach more than ~23 nm ( ~7 THz) in the spectral 
region of 1 μm [4]. There are other advantages of using 
such a source for OFDR tasks besides the scheme 
simplicity. In particular, strict frequency discreteness of 
the mode during sweeping process (one pulse corresponds 
to one longitudinal cavity mode) allows to obtain strictly 
linear frequency tuning which is required for the FFT in 
OFDR. The spatial resolution for OFDR can be estimated 
taking into account the typical characteristics of the self-
sweeping fiber laser: 

 ~14 μm, 

where ~7 THz is frequency sweeping range [4]. The 
maximum fiber length is determined by the minimum 
frequency sampling, which is equal to the frequency jump 
between pulses ~5 MHz and is estimated to be about: 

 ~ 20 meters. 

However, there are also some limiting factors. In 
particular, the optical frequency of each pulse has a small 
chirp (i.e. is varied in time), due to the nature of the 
sweeping effect [3]. This effect can lead to degradation of 
the useful signal in the OFDR system. The simulation of 
the signals in OFDR with Mach–Zehnder interferometer 
(MZI) [5] is performed taking into account the real laser 
parameters to evaluate the possibility of using a self-
sweeping fiber laser. For this purpose, MZI interference 
signal with different time delay , corresponding to 
position of reflection in fiber is analyzed. The time 
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dependence of the center frequency within each pulse 
(chirp) having the form 

 
is taking into account in the simulation. Where  – chirp 
amplitude ( ~3-4 for ytterbium fiber laser) and  – 
determines the pulse duration in the approximation of the 
pulse shape  [3]. The center frequency of 
each pulse varied linearly from one pulse to another, 
which corresponds to the tuning of the sweeping laser. 
Then the FFT for the frequency dependence of the 
amplitude in interference signal is performed. In this case, 
the peaks of the Fourier spectrum correspond to time 
delay . The results for the time delay  = 0.2μs are 
presented in Fig.1. In particular, one maximum 
corresponding to the time delay (black line in Fig. 1) is 
observed in the absence of a frequency chirp (  = 0). 
However, the chirp addition leads to the appearance of 
multiple high-order harmonics (the red line in Fig. 1). This 
can lead to false detections of reflections in the fiber 
sensor and reduce the sensitivity of the sensor system. 

 
Figure.1. The Fourier spectra obtained in the 

OFDR scheme for input pulses with (black) and 
without (red) frequency chirp. 

 
The simulation for different values of the chirp 

amplitude  and time delay  is performed (Fig. 2). The 
results show the chirp effect (i.e. an increase of the 
amplitude for parasitic peaks) is more pronounced for 
longer time delays. The effect is insignificant for time 
delays less than = 0.1 μs for real value of the chirp 
amplitude ( ~3). This corresponds to the maximum 
length of the sensor of the order of 10 meters, which is 
less than the estimated value based on the laser frequency 
discreteness. 

 
Fig.2. The amplitude of the main (squares) 

and the second (circles) peaks as a function of 
chirp amplitude at different time delays.  

A more detailed description of the simulation and 
analysis of the results will be presented in the report. In 
addition, the possible approaches to increase the 
maximum fiber length will be proposed.  
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