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Introduction

The field of fiber optic sensors has undergone a remarkable change over the past three decades. Today a great proportion of the world's communications are carried by fiber optic cables. The fiber optic technology has revolutionized the telecommunication market and is rapidly becoming a major player in such areas as telephone, cable TV, and local-area network (LAN). It has spread into every situation in which information is being transmitted.

Over the years, I have been greatly impressed by the tremendous progress in photonics in transportation industry. The technology has gone through a quantum leap. More information, intelligence, and data are transferred from one point to another, more quickly and precisely than ever thought possible, thanks to the miracle of optical fibers. I find myself among pioneers and the thrill of technical achievement can be just as tangible to those of us involved with engineering, technology, and science as the thrill of lifetime accomplishment.

As fiber optic algorithms and equations are developed and proven, fiber optics shall become as common as wire, easy to construct to precise tolerances, and accurate and perfect in operation. At the same time fiber optic sensor technology and photonics in transportation industry have developed in parallel with fiber optic and other optoelectronics industries such as lasers, which dominate the compact disk, DVD, laser printer, and scanner industry with the most promising uses for lasers and communications over fiber optic cables. In recent years, the fiber optic sensor greatly benefitted from the low-cost telecommunications industries. Due to this synergy, an enormous amount of new technologies have been introduced in the form of smart sensors, biomedical sensors, pressure, temperature and liquid level, to name a few.

This book contains a series of papers which contains state-of-the art fiber optic sensor technologies for photonics in transportation industries such as emerging technologies for cryogenic hydrogen leak detection systems for space applications to a new generation of fiber optic sensor using holography for detection of motion and vibration in automobile bumper shock, and finally a 360-degree vision system for transportation.

On behalf of SPIE and myself, I would like to thank the individual authors for their valuable contributions. Their support is truly appreciated.

Dedicated to my wife, Mary, mother Touran and late father Kamal for their inspiration and support throughout my life.

Alex A. Kazemi
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ABSTRACT

To get rid of the complex analogue control loops that are traditionally used in resonator fiber optic gyroscope (R-FOG) and to meet the requirements of high accuracy as well as small-size and light-weight in Inertial Navigation Systems (INSs), a digital controller is developed and demonstrated experimentally to control the R-FOG with the digital serrodyne modulation. The digital controller is designed to implement the function of tracking the laser diode frequency drift and to compensate for the imperfect 2\(\pi\) modulation voltage of the phase modulator for the serrodyne modulation. To acquire the resonant frequency, the digital serrodyne modulation with symmetric frequency shift is adopted as a counter-measure for Rayleigh backscattering noise. The optimal serrodyne modulation generated frequency shift is decided to be in the range of 100~120 kHz according to the numerical calculation. The successful demonstration of the open loop operation with the digital controller is deemed as the basis for the digitalized closed-loop experiment in future.

Keywords: ring resonator fiber optic gyro, digitalized control, 2\(\pi\) voltage control, rotation detection

1. INTRODUCTION

The Fiber Optic Gyroscope (FOG) is used to detect the rotation with respect to an inertial frame [1, 2]. Its working principle is based on the so called Sagnac Effect. One type of the FOGs, the Ring Resonator Fiber Optic Gyroscope (R-FOG), works as a multipass ring resonator, with sharp peaks/dips at the resonant frequency. Based on observing the difference in resonance frequencies between clockwise (CW) and counter clockwise (CCW) lightwaves, a R-FOG is expected to realize high grade rotation sensor satisfying the inertial navigation systems (INSs) requirement (10^{-7} rad/s) with an optical fiber loop as short as only 5~10 meters [1]. Its counterpart or the interferometric fiber optic gyro (I-FOG), on the contrary, requires a fiber sensing loop as long as 1 km [2] to achieve the same sensitivity. The reduced length of fiber loop in R-FOG cuts down the bias drift a lot due to time-variant temperature distribution in the sensing coil [3]. Besides, a short sensing coil is also favorable for reducing the size and weight of the gyro, which is crucial for applications such as INS [4].

Traditionally, the R-FOG is controlled by complex analogue feedback loops. With the development of digital signal processing techniques, it is possible to design digitalized controllers with lighter weight and higher accuracy. In this paper, we focus on the development and application of a digital controller to the R-FOG.

2. DIGITAL SERRODYNE MODULATION TECHNIQUE IN R-FOG

2.1 Rotation Detection with Hybrid Digital Serrodyne Modulation

The resonator fiber-optic gyroscope is composed of a high finesse ring resonator as shown in Fig. 1. When R-FOG rotates, the resonant frequency difference between the CW and CCW side can be written as

\[
\Delta f = \frac{Dn}{\lambda \Omega},
\]

where \(\Delta f\), \(D\), \(n\), \(\lambda\), \(\Omega\) are the resonant frequency difference, the diameter of the fiber coil, the refractive index of the light path, wavelength, and the rotation speed, respectively.

To detect rotation, resonant frequencies for both the CW and CCW side are required. A conventional method to detect the resonant frequency, as so-called serrodyne modulation, is to linearly modulate the phase of the lightwave in a
sawtooth waveform with $2\pi$-amplitude to shift the frequency of the lightwave [5]. The digital serrodyne scheme, on the contrary, modulates the phase of the input lightwave with a stepwised sawtooth waveform [6-8] whose amplitude is $2\pi$.

It has been approved that the modulation shifts the central frequency of the input lightwave with a constant amount as the same as the analogue serrodyne modulation, so long if the step duration $\tau$ equals to one turn transmission time in the ring resonator [6]. Compared with generating an accurate analogue waveform, it is much easier to produce a stepwise waveform with constant modulation amplitude and slope throughout the period.

Furthermore, the digital serrodyne waveform can be modified into a hybrid digital serrodyne modulation, which changes the slope of the digital serrodyne waveform periodically, as shown in Fig. 2 [7]. Fig 3(a) and 3(b) depict the resonator output of R-FOG when the resonant frequency is equal and away from the resonant frequency. The hybrid digital serrodyne modulation shifts light frequency by $+\Delta f_j$ ($j=\text{CW, CCW}$) in the first half and $-\Delta f_j$ in the second half, with a repetition frequency of $f_{p,j}$ ($j=\text{CW, CCW}$) as in Fig. 2. This modulation waveform can be used in resonant frequency detection [7]. Denote the central frequency of input lightwave to be $f_0$. If $f_0$ equals to the resonant frequency, the output of R-FOG with the phase modulation is a DC signal as shown in Fig. 3(a). Otherwise, the output becomes a square waveform with the same frequency of $f_{p,j}$ and amplitude of $I_2-I_1$ as shown in Fig. 3(b). Therefore, it is possible to judge if the lightwave central frequency is equal to the resonant frequency or not by synchronously detecting $f_{p,j}$ component in the output.

### 2.2 Noise Reduction with Digital Serrodyne Scheme

R-FOG usually encounters with Rayleigh backscattering noise [9]. Counter-measures are necessary to achieve high grade R-FOG. The counter-measures against these noises can be introduced by the digital hybrid serrodyne modulation as stated in [6, 7]. The Rayleigh backscattering occurred inside the ring resonator reaches the detector with the signal lightwave. Thus, the total power detected is expressed as

\[
\frac{E(t)E'(t)}{=\left|E(t)\right|^2 + 2\text{Re}\{E(t)E^*(t)\} + \left|E^*(t)\right|^2},
\]

where $E(t)$ and $E^*(t)$ stand for the electric field of signal lightwave and the Rayleigh backscattering noise, respectively. In Eq. (2), the second and the third are the noise components, representing the power of the interference between the signal lightwave and the Rayleigh backscattering, and the power of the Rayleigh backscattering itself. With different repetition frequencies between CW and CCW side ($f_{p,CW}$ and $f_{p,CCW}$), the hybrid digital serrodyne modulation moves the third noise term in Eq. (2) out of the detection band [7]. Moreover, the second term in Eq. (2) is also reduced by using the different frequency shift $\Delta f_j$ between the CW and the CCW lightwave [7]. Under this condition, the CW and the CCW lightwave frequencies are always different, so the second term in Eq. (2) does not exist in the gyro signal bandwidth [7].

One problem with the serrodyne phase modulation, as pointed out in [5], is the occurrence of pulses at the output of photodetector when the modulation waveform resets with an imperfect $2\pi$ voltage. It is also pointed out in [5] that a smaller-than-ideal modulation voltage causes a convex pulse and a larger-than-ideal modulation voltage causes a concave pulse in the output. If no counter-measure is taken against this problem, the performance of R-FOG will be degraded since the frequency of resetting pulse is the higher harmonic of the repeating frequency $f_{p,j}$, at which the rotation signal is read out.

### 2.3 Central Frequency Shift without Rotation

By modifying the hybrid digital serrodyne modulation waveform as shown in Fig. 4, we can also introduce a central frequency shift to emulate the situation of quasi rotation [7]. If the central frequency of the CCW lightwave, for example, is locked to the resonant frequency, an additional central frequency shift $f_s$ should be introduced in the CW side to have the closed-loop operation, in which the resonant frequencies of the resonator are locked to the input lightwave frequencies both for the CW and the CCW lightwave under the rotation. What R-FOG takes for as the resonant frequency is the amount averaged in one period of the hybrid digital serrodyne modulation. When the gyro is at rest, the CW side has a resonant frequency of

\[
f_j = \frac{(f_0 - \Delta f_{CW}) + (f_0 + \Delta f_{CW})}{2} = f_0,
\]

which is the same as that of the CCW side. Fig. 4(a) shows the case of up shifted central frequency. A linear waveform with positive slope $+f_s$, which is denoted as the dotted line in Fig. 4(a), is added to the original waveform throughout the whole period [7]. The resonant frequency now becomes

\[
f_j = \frac{(f_0 - \Delta f_{CW} + f_s) + (f_0 + \Delta f_{CW} + f_j)}{2} = f_0 + f_s.
\]
It is ahead of the resonant frequency of CCW side by \( f_s \). The same is true if a negative linear waveform is added to the original waveform to introduce the down shifted central frequency as shown in Fig. 4(b). This method to control the central frequency of the input lightwave to the resonator is to be used in an experiment of the quasi-rotation measurement later in this paper.

3. PARAMETER OPTIMIZING FOR THE FREQUENCY SHIFT IN THE HYBRID DIGITAL SERRODYNE WAVEFORM

The target of this mathematical model is to optimize the frequency shift \( \Delta f_j \) in the hybrid digital serrodyne waveform. For simplicity, the modeling process based on the analogue serrodyne modulation scheme is considered, since the digital serrodyne has the same effect if the step duration \( \tau \) equals to the one-turn transmission time [6].

Consider the optical setup shown in Fig. 1, the output electric fields of the CW and CCW sides are written as

\[
E_j(t) = E_0 e^{i2\pi f_s t} \left( e^{i2\pi \beta t} - e^{-i2\pi \delta t} e^{i2\pi (\gamma - \delta t)} \right),
\]

where

\[
\beta = \lambda_C^2 \sqrt{1 - \kappa_C}, \\
\gamma = \lambda_C^2 \kappa_C \lambda_L, \\
\delta = \lambda_C^2 \lambda_L \sqrt{1 - \kappa_L}
\]

and \( E_0 \) is the amplitude of the input electric field, \( \kappa_C \) the reflectivity of the coupler, \( \lambda_C^2 \) the loss of the transmission port of the coupler, \( \lambda_L^2 \) the loss of the transmission port of the coupler, \( \lambda_L^2 \) the fiber induced one turn transmission loss (splicing loss included). Therefore, \( \beta \) and \( \delta \) are the amplitude transmission coefficient of the coupler and the one turn amplitude transmission coefficient of the ring, respectively. The serrodyne modulation signal is

\[
\Delta \Phi(t) = 2\pi \Delta f_j.
\]

The finesse of the ring resonator is defined as

\[
F = \frac{\pi}{1 - \delta}. 
\]

The \( f_{\text{SN}} \) component in the detector output is calculated as

\[
I_{\text{det}, f_{\text{SN}}} = \frac{2E_0^2 f_j}{\pi} \left( \frac{2\beta \cos 2\pi (f_j + \Delta f_j)}{(1 - \delta)^2 + 4\delta \sin^2 \pi (f_j + \Delta f_j) / \tau} \right)
\]

The shot noise determined sensitivity is used as a scale to optimize the serrodyne frequency. This limit is reached if the rotation induced current is equal to the shot noise induced current. The minimum detectable phase difference is calculated as

\[
\Omega_{\text{SN}} = \frac{n \lambda}{D} \left( \beta - \frac{\gamma}{1 - \delta} \right) \sqrt{\frac{2\beta hf_j}{\eta}} \left( 1 - \frac{2\delta \cos \pi \Delta f_j / \tau + \delta^2}{\eta} \right)^{1/2} \sin \pi \Delta f_j / \tau.
\]

where \( e, \eta, h, B, P \) are the electricity of one electron, quantum efficiency of the photo detector, Prank constant, bandwidth of the signal processing circuit, and input power, respectively.

Fig. 5 shows the shot noise determined sensitivity as a function of the frequency shift \( \Delta f_j \) of the hybrid serrodyne modulation. Simulation parameters are decided considering the experimental setup shown below: resonator length \( L=10.7 \) m; coupler transmission port loss \(-20\log \lambda_C=0.4 \) dB; coupler reflection port loss \(-20\log \lambda_{CR}=0.3 \) dB; one-turn fiber transmission loss including splicing loss \(-20\log \lambda_s=0.05 \) dB; coupler reflectivity \( \kappa_C=0.01 \); input power \( P=10 \) mW; resonator diameter \( D=10 \) cm; signal processing bandwidth \( B=0.5 \) Hz; photo detector quantum efficiency \( \eta=0.6 \); fiber refractive index \( n=1.46 \). From the numerical simulation result as shown in Fig. 5, it can be concluded that the optimized amount of frequency shift of the hybrid serrodyne modulation is in the range of 100–120 kHz, where the shot noise is below the INS requirement.
4. EXPERIMENT

4.1 Experiment Setup

The experimental setup scheme is depicted in Fig. 6. The demodulation scheme is composed of three feedback loops and one output circuit, all of which are built with the PXI real time system (National Instrument (NI)). The loop No. 1 and the loop No. 4 are used to control the amplitude of the hybrid digital serrodyne waveform for CW and CCW lightwaves, respectively. In these two loops, the A/D converters sample the \( \Delta f_f \) component outputs from the lock-in amplifiers (LIA1 and LIA4), and send the values to proportional and integration (PI) modules. The PI modules use these values as the error signals and calculate the corresponding feedback. The feedback signals are in the form of digital gain and are sent out to the function generators (FG2 and FG1) (NI, PXI 5422), to amplify or attenuate signals before they are generated as analogue voltages. The digital processing procedure avoids the traditional analogue amplification setting at the FGS, which takes up space and time. Next, with the resonant frequency of the CCW side locked to the frequency of the laser diode (LD) through the loop No. 3, the resonant frequency difference between CCW and CW side is regarded as the rotation output. In the loop No. 3, the feedback signal is converted to analogue voltage through the D/A converter to modify the bias current of the LD to cancel the slow drift of the laser frequency. Besides, an additional analogue signal is fed back to the piezoelectric transducer (PZT) to track high frequency drifts. This function can also be integrated into the digital processor if a digital processor with faster processing speed, such as a FPGA, is used. This experimental setup is an open-loop scheme, in which the difference between A/D No. 2 and No. 3 is regarded as the gyro rotation output and sent to the computer. As stated in [7], the gyro rotation output can also be used to control the central frequency of the hybrid digital serrodyne modulation, when a closed loop scheme is adopted.

4.2 Hybrid Digital Serrodyne Waveform Design

The digital serrodyne waveform parameters are carefully designed according to the experimental condition. The LD is first scanned with a sawtooth waveform to measure the resonant curve. The finesse and the fiber length are retrieved to be 59 and 10.7 m, respectively. As stated in [6], the step duration \( \tau \) of the digital serrodyne waveform should be equal to the one turn transmission time. Therefore, the sampling rate of the function generator should be set to that of one free spectral range (FSR), which is 19.24 M samples/s in this case.

Moreover, according to Fig. 2, the amount of frequency shift \( \Delta f_f \) in hybrid digital serrodyne modulation is related to the sampling rate of FG by

\[
\Delta f_f = \frac{f_{sg}}{n_{r,j}}
\]

where \( n_{r,j} \) and \( f_{sg} \) stand for the number of steps the digital serrodyne modulation composed of before resetting, and the sampling rate of the FG. Besides, if there are \( n_{r,j} \) (\( j = \text{CW}, \text{CCW} \)) serrodyne periods in each half, the repetition frequency becomes

\[
f_{r,j} = \frac{f_{sg}}{2n_{r,j}}
\]

According to the numerical simulation given in Section II-C, the system has the best performance when the frequency shift \( \Delta f_f \) is in the range of 100–120 kHz. To get rid of the influences of the backscattered light, not only the frequency shift \( \Delta f_{\text{CW}} \) and \( \Delta f_{\text{CCW}} \) should be different but also their higher harmonics should not cover each other [7]. In other words, the generated waveforms should not overlap with one another as long as possible. This can be satisfied if \( n_{r,j} \) is chosen to be a prime number. However, according to the manual of NI PXI Function Generator 5422, the number of samples that each waveform contains should be an integer time of 4. Thus, we choose 4 times a smaller prime number as the sampling points in one serrodyne waveform. Taking the above requirements into considerations, \( n_{r,\text{CW}} \) and \( n_{r,\text{CCW}} \) are set to \( 4 \times 47 = 188 \) and \( 4 \times 43 = 172 \), respectively. According to Eq. (11), this corresponds to a frequency shift of 102.3 kHz in the CCW side and 111.9 kHz in the CW side, respectively. When designing the repetition frequency, two points are considered: (1) the first half is symmetric to the second half; (2) the number of serrodyne periods in each half \( n_{r,j} \) is also a prime number. In this experiment, we choose \( n_{r,\text{CCW}} = 5 \), \( n_{r,\text{CW}} = 7 \). According to Eq. (12), this equals to \( f_{r,\text{CCW}} = 10.23 \) kHz and \( f_{r,\text{CW}} = 7.99 \) kHz. Figure 7 shows the hybrid digital serrodyne waveform designed for the CCW side.

4.3 Adaptive Compensation 2\( \pi \) Voltage of the Phase Modulator

To synchronously detect the imperfect \( 2\pi \) voltage from the LIA output, synchronization signals with frequency of \( \Delta f_{\text{CW}} \) and \( \Delta f_{\text{CCW}} \) are required. At first, we supplied the LIA with a signal that is generated by low pass filtering the hybrid digital serrodyne modulation signal. However, it was found that the LIA met with the “UNLOCK” problem due to the phase
shift in the middle point of the waveform. This was solved by using the so-called “Marker Event” technique available in NI PXI 5422 function generator. With a marker event, the state of trigger lines will change synchronously with the generation of a specific sample. In Fig. 7, the synchronization signal is also shown as well as the generated hybrid digital serrodyne modulation waveform.

To demonstrate the idea that the imperfect modulation amplitude produces different transient tails according to the amplitude levels, two input voltages are arbitrarily selected: 3.4 V and 6.3 V. The loop No. 3 is on to track the LD frequency. The output is obtained directly from the photodetector at the CCW side, which is shown in Fig. 8. According to later experimental results, 3.4 V is smaller than the ideal $2\pi$ voltage of the phase modulator while 6.3 V is too large. The results fit well with the previous explanation in II-A that small voltage produces a convex tail while large voltage generates a concave tail [5]. Next, the synchronous detection with different input voltages is examined. The voltage is increased from 5.4 V to 6.0 V by 0.05 V per step. LIA1 and LIA4 are synchronized to the serrodyne frequencies $\Delta f_{CW}$ and $\Delta f_{CCW}$, respectively. The result of CCW side is displayed in Fig. 9. This graph indicates that the synchronous detection with the serrodyne frequency is linearly related to the amplitude of modulation waveform, which makes the PI feedback possible. Fig. 10 records LIA4 output before and after the feedback loop is turned on when the output is sampled at a rate of 15.1 kHz. From this figure we can conclude that the digital processor finally found the appropriate $2\pi$ voltage of the phase modulator that brought the LIA output to 0V.

Finally, we checked the photodetector output when the modulation amplitude is set to the appropriate value, which is 5.68V in this experiment. By comparing Fig. 11 with Fig. 8, it can be concluded that this scheme is effective in reducing the imperfect $2\pi$ voltage induced noise.

4.4 Quasi-Rotation Measurement

Central frequency shifts are generated to the CW side hybrid digital serrodyne waveform by adding a positive slope waveform for +0.65 kHz and a negative slope waveform for -0.65 kHz, as shown in Fig. 4. They are realized by adding or subtracting 2 Least Significant Bits (LSBs) from each step of the original waveform, whose step height is 340 LSBs. Three waveforms, original, up shifted, and down shifted, are generated by only one function generator in a sequential order. The quasi-rotation measurement was performed, and the result is shown in Fig. 12. This is obtained by subtracting the digitalized voltage output of LIA2 from that of LIA3. The result of 0.8°/s fits well with the 0.65 kHz frequency shift, as according to Eq. (1).

5. CONCLUSION

We have experimentally demonstrate the quasi-rotation measurement of the R-FOG, where a digital controller is newly developed to track the laser diode central frequency drift and to compensate the $2\pi$ voltage of the phase modulator based on the reset pulse amplitude of digital serrodyne modulation. The digital processor is designed with much higher flexibility and simplicity compared with traditional analogue circuits. By incorporating modules with higher processing power, we are expecting to build an R-FOG that is totally digitalized.
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Fig. 2. Hybrid digital serrodyne waveform designed to acquire the resonant frequency.
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Fig. 3. (a) Resonator output when light frequency is equal to the resonant frequency; (b) resonator output when light frequency is away from the resonant frequency.
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Fig. 4. Central frequency shift by modifying the hybrid digital serrodyne modulation waveform. (a) Central frequency shifted by “+f_i”; (b) Central frequency shifted by “-f_i”.

Fig. 5. Shot noise determined detection sensitivity.
Fig. 6 Experimental setup scheme with the digital processor. LD: laser diode; LDC: laser diode controller; ISO: isolator; PM: phase modulator; FG: function generator; PD: photodetector; LIA: lock-in amplifier, PZT: piezoelectric transducer.

Fig. 7 Generated hybrid digital serrodyne modulation waveform and the synchronization signal.

Fig. 8 CCW side photodetector output showing transient behavior of hybrid digital serrodyne modulation with different amplitude: (a) 3.4V, (b) 6.3V.
Fig. 9  LIA4 output as a function of modulation amplitude.

Fig. 10  LIA4 output before and after the $2\pi$ voltage feedback loop is on.

Fig. 11  CCW side photodetector output when the $2\pi$ voltage of the phase modulator is adjusted.

Fig. 12  Quasi-rotation measurement result.
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ABSTRACT

A compact cell phone size radio frequency (ZigBee) wireless strain measurement sensor system to measure the structural strain deformation was developed. The developed system provides an accurate strain measurement data stream to the Internet for further Diagnostic and Prognostic (DPS) correlation. Existing methods of structural measurement by strain sensors (gauges) do not completely satisfy problems posed by continuous structural health monitoring. The need for efficient health monitoring methods with real-time requirements to bidirectional data flow from sensors and to a commanding device is becoming critical for keeping our daily life safety. The use of full-field strain measurement techniques could reduce costly experimental programs through better understanding of material behavior. Wireless sensor-network technology is a monitoring method that is estimated to grow rapidly providing potential for cost savings over traditional wired sensors. The many of currently available wireless monitoring methods have: the proactive and constant data rate character of the data streams rather than traditional reactive, event-driven data delivery; mostly static node placement on structures with limited number of nodes. Alpha STAR Electronics’ wireless sensor network system, ASWN, addresses some of these deficiencies, making the system easier to operate. The ASWN strain measurement system utilizes off-the-shelf sensors, namely strain gauges, with an analog-to-digital converter/amplifier and ZigBee radio chips to keep cost lower. Strain data is captured by the sensor, converted to digital form and delivered to the ZigBee radio chip, which in turn broadcasts the information using wireless protocols to a Personal Data Assistant (PDA) or Laptop/Desktop computers. From here, data is forwarded to remote computers for higher-level analysis and feedback using traditional cellular and satellite communication or the Ethernet infrastructure. This system offers a compact size, lower cost, and temperature insensitivity for critical structural applications, which require immediate monitoring and feedback.

Keywords: Wireless strain sensor, Infrastructure, Wheatstone Bridge, Structure Health Monitoring, Static node, Mobile node, Mesh Network, ZigBee

1. INTRODUCTION

Normally a simple structural fault can lead to serious damage. Therefore, detecting the fault quickly and issuing appropriate warnings to prevent disasters are critical but it generates wide-ranging technical challenges. Real-time monitoring of full field strain measurement over a large area has been utilized by many researchers. Development of a practical optical fiber system for health monitoring composite structures using light weight instrument technology Bragg grating optical sensors (FBG’s) have shown great promises, but are time consuming (the handling of the optical fiber) during the manufacturing process, expensive to implement, unreliable due to breakage of fiber connectors, and hard to repair [1].

Traditionally, structural deformation detectors need to monitor the structure in a certain way and can be time consuming as well as costly. The most crucial deficiency of such systems is their lack of communication methods for notification of structural abnormality quickly. This is where a wireless monitoring device can be used and information can be transmitted to off-site locations effectively.
There are many wireless detection/communication methods already in the market. One is real-time structural deformation and temperature monitoring system using the off-the-shelf strain gauges. These detecting systems, combined with a wireless communication method such as Wi-Fi or ZigBee based mesh network and a global positioning (GPS) have become more popular. The current systems come with batteries and their monitoring, processing and/or communicating capabilities are still limited [2].

In order to overcome these problems a better structural deformation detection system of Alpha STAR wireless sensor network (ASWN) has been introduced. The system detects deformation effectively and efficiently in real-time at early stages of damage. Each sensor module in the system is small in size but has a radio and is battery-operated for autonomous monitoring. Many sensor modules can be scattered throughout a structure to monitor its environmental conditions, deformation, storing the results in buffers until wireless transmission begins. The sensor modules, repeaters and a coordinator can form wireless MESH networks. Once sensors detect deformation abnormality, the condition is reported to the engineering center directly or is analyzed at each sensor location and result reported to the center via hops within the MESH and to the existing Ethernet network infrastructure, i.e., Internet.

The sensor module can be designed so that each sensor node will have its own processor to pre-process the data before it is sent wirelessly. Thus the system works more efficiently by reducing the radio transmission period. System efficiency can be enhanced by using the intelligent wireless MESH method with reliable and robust networking characteristics (i.e., “self configuring” and “self healing”) specifically tuned to this system. If one path fails because of obstructions in the signal path, a defective node, or multipath attenuation, the signal can find one or more alternative routes.

The significance of this development is integration of two existing technologies; the structure strain sensor [2-3] with the IEEE 802.15.4 (ZigBee) [4] based flexible wireless protocol and structure safety judgment tool/analysis based on most updated FEM system, GENOA [11]. GENOA uses leading edge technology from the fields of composites, conventional structures and efficient computing sciences to deliver unequalled ultra-rapid performance and analytical capability directly into the hands of today's engineers. Especially, GENOA’s multi-scale (Micro-macro mechanics) progressive failure analysis, a durability/reliability life prediction tool is designed to improve the limitation of commercial FE tools in composite. GENOA utilizes a mechanistic failure theory utilizing critical intrinsic properties of the polymeric matrix and the fiber reinforcement materials to assess the onset of damage initiation, damage progression and the ultimate residual strength. The wireless technology allows users to select type of analysis required. Many sensor modules are scattered throughout an entire specimen to monitor the structural conditions as seen in Figure 1. The individual strain gage signals will be transmitted to a PC where GENOA resides. Once GENOA picks these signals, it will convert them into usable strain/stress parameters to be processed and analyzed further. Since each signal is associated with specific geometry information and time, streaming the data will provide dynamic information to be used within GENOA. Full-field stress/strain distributions can then be extracted using GENOA’s unique nonlinear analysis techniques, thus the data is properly diagnosed and appropriate prognoses will be issued for quick actions to follow.

![Figure 1. ASWN and GENOA integration concept](https://www.spiedigitallibrary.org/conference-proceedings-of-spie)
In this paper, we will discuss ASWN aspect in details even GENOA is one of key mechanism and it is a vital form of system decision making. The ASWN’s hardware includes off-the-shelf strain gauges, electronics components, and controller as show in Figures 2a and 2b. The system controller and the protocol/driver have been written by Alpha STAR Electronics.

![ASWN System: a) PCB design, b) Connection](image)

**2.0 SYSTEM DESCRIPTION**

For the normal STAR topology, the system conform the following configuration (see Figure 3).

![ASWN’s STAR topology with each cluster](image)

The ASWN characteristic and its preliminary specification support:

1. Low cost
2. Small & light configuration
3. Low power consumption & simple solution for PC applications
4. Easy to install
Table 1. Preliminary ASWN sensor spec

<table>
<thead>
<tr>
<th>Item</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF type</td>
<td>IEEE 802.15.4, ZigBee standard</td>
</tr>
<tr>
<td>Range</td>
<td>15 m typical (50 m LOS)</td>
</tr>
<tr>
<td>Data Rate</td>
<td>40 Kbps (100 Kbps max)</td>
</tr>
<tr>
<td>Max sensor nodes</td>
<td>16 (soon 100)</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>20 mA typical Tx (transmission) and Rx (receiving) 1μA in deep sleep</td>
</tr>
<tr>
<td>Rx Sensitivity</td>
<td>-94 dBm</td>
</tr>
<tr>
<td>Box Dimension (L x W x T in mm)</td>
<td>50.8 x 25.4 x 12.7</td>
</tr>
<tr>
<td>Weight (in g)</td>
<td>30</td>
</tr>
</tbody>
</table>

2.1 Development

In general, the resistor change at the strain sensor is proportional to the strain change (Eq. 1).

$$\Delta r/R = GF \times \Delta l/L,$$

(1)

where $\Delta r$ is resistor value change, $R$ is the original sensor resistor value, $GF$ is a gauge factor (material dependant), $\Delta l$ is change in length of the structure and $L$ is the original length of subject material. Because strain, $\varepsilon$, is defined as $\Delta l/L$ and $GF$ is a known number of 1.5-1.7 (normally 2 is used), Equation 1 can be expressed as

$$\varepsilon = \frac{\Delta r}{R} \div GF.$$

(2)

Eq. (2) shows the output electronics signal can be forwarded to the module’s main circuit for the analog to digital conversion (ADC). The processed digital signal is converted to a certain interface signal format, i.e., serial peripheral interface (SPI) to be transmitted by the ZigBee’s PHY chip.

The sensor module consists of the sensor daughter ADC board, ACAM PS021 [7], ZigBee chips, MCU and a flash memory as shown in Figure 4. The module will be battery operated with enough memory space to hold firmware. The capacity size of EEPROM and MCU will determine ability to process the data locally. At this phase, they are considered optional and we use MCU and memory within the ZigBee chip.

![Figure 4. ZigBee Strain Sensor Module Schematic](https://www.spiedigitallibrary.org/conference-proceedings-of-spie)

Because of the data sampling accuracy, provision of the SPI interface, and auto temperature calibrated mechanism, ACAM’s PS021 ADC chip [7] is used. PS021 charges the capacitor to the specified voltage and once it is fully charged, it discharges to the sensor resistor (described above). The discharge time is monitored precisely so that slight change in R of the structure will become delay in the discharge. The charge/discharge will be repeated 8 times per digitization sampling cycle. PS021 takes total of 50,000 cycles of sampling to make sure same result should be obtained and each cycle should be 18~22 bits accuracy. PS021’s sampling rate is 15 ps (pico second or $15 \times 10^{-12}$ sec).
second) where normal capacitor discharges about 2~100 μs (micro second or 50 x 10^{-6} second) and the time delay is in normally expressed in ns (nano second) unit. Apparent strain by temperature change shows much slower than this sampling rate, PS021 can pick up slight changes and it is considered plenty accurate.

2.2 Sensor Module Firmware
Firmware for ZigBee physical layer (PHY), media access control layer (MAC) and sensor interface to be loaded in the MCU buffer are developed. The firmware has two roles. One is administrating and controlling the sensor circuit and the other is controlling ZigBee chips. Logic of sensor data gathering timing and the method, the transducer interface, ZigBee chip interface, decision to store or send and other commands for sensor circuit were identified and defined. The basic firmware development determines the system efficiency including the driver performance. The software structure is designed so that many PHY and MAC parameters can be operated from the driver. This will enable system expandability and additional capability such as autonomous detection of structure abnormality without rewriting the entire driver/firmware.

The current stack and the driver architecture include the basic handling of the sensor application layer as shown in Figure 5. The sensor interface layer is independent so that other type of sensors can be integrated into the system easily.

![Figure 5. Alpha STAR Electronics’ stack architecture](image)

2.3 System Validation Test and Debugging
Strain gauge terminal connections on the sensor module are shown in Figures 6 and 7. This setup reads two values of strain values for either a 2-full bridge configuration or a 2-half bridge configuration.

![Figure 6. Test setup.](image)  ![Figure 7. Strain gauge connectors](image)

The wiring diagrams for these cases are shown in Figures 8 and 9.
In order to verify the accuracy (sensitivity as a system) of ASWN unit, it was compared with the reference system at the University of California, Irvine, UCI civil engineering lab, NI PXI 1042/Q Data Acquisition System (“NI PXI 1042/Q”) by measuring bending strain of a metal coupon simultaneously. The coupon, a steel metal strip (10 x 2 x 1/8 inch), is pulled by a mechanical puller, Tinius Olsen Universal Testing Machine shown Figure 10.

2.3.1 Test preparation
Two sets of 120 ohm with gage factor of 2.075 strain gauges are pasted on the steel metal strip, front and back, for the half bridge configuration as shown in Figures 11 and 12. Two gauges are mounted on each side at same distance from the center, so two systems can measure the same load simultaneously. The same strain gauges are used for both NI PXI system as well as ASWN system.

Figure 8. ½ Bridge wiring configuration

Figure 9. Full Bridge Strain Gauge Connection
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In order to verify the accuracy (sensitivity as a system) of ASWN unit, it was compared with the reference system at the University of California, Irvine, UCI civil engineering lab, NI PXI 1042/Q Data Acquisition System (“NI PXI 1042/Q”) by measuring bending strain of a metal coupon simultaneously. The coupon, a steel metal strip (10 x 2 x 1/8 inch), is pulled by a mechanical puller, Tinius Olsen Universal Testing Machine shown Figure 10.
2.3.2 Test Setup
A simple setup schematic is shown in Figure 13.

![Figure 13. ASWN test setup illustration](image)

The length of wire between the strain gauges and the NI PXI 1042/Q processor and the ZigBee sensor processor is about 3 feet (NI PXI 1042/Q and ZB sensor processor are located at the same location). Therefore, noise received by these wires can be considered minimum. The NI PXI 1042/Q reference Wheatstone bridge measuring equipment and Zigbee wireless sensor system are seen in Figure 14.

![Figure 14. NI PXI 1042/Q (left) and Zigbee sensor and PDA (right); note the complexity of wiring for the reference system.](image)

2.3.3 Test Environment
The test was conducted in a room size of 17’ by 25’ with cemented walls and floor as seen in Figure 15. The thickness of wall and floor is unknown. There are many equipment and metallic obstacles in the lab. It is considered a typical university lab environment. The Zigbee host PDA, however, was able to receive measurement data anywhere in the room without losing the sensitivity and signal strength.
3.0 RESULTS

3.1 Metal Coupon Test
The experiment for a metal coupon (see Figure 11) started to measure the strain at 8 Hz, and the load is gradually applied to the coupon, from 0 to 8,000 lbs, then back to 0 lb. The result is shown in Figure 17. The data sampling rates for the NI PXI1042/Q (the reference) and the ZigBee wireless processor’s data sampling rate are both set to 8 samples per second. It takes approximately 30 seconds to become stabilizing and become ready to measure. Time zero represents after calibration period is finished for both systems. There are many factors that can cause differences in the two systems. But we observed similar curves for the reference system and the Zigbee Strain sensor unit. Figure 14 shows Zigbee system has less noise than the reference system. The strained coupon and the original coupon are compared side-by-side at Figure 11. It clearly shows the top coupon has been stressed.

In order to see wireless sensor’s reaction for an abnormal case, we installed the strain gauges near the center of the coupon where breakage is expected to occur. The loading condition is the same as previous case except loading is done more gradually. The result is shown in Figure 20.

In Figure 17 we observed peak strain of 242.47 µ-strain from the reference system and 240.79 µ-strain from the Zigbee Strain sensor unit. Again, Zigbee wireless system tracks well on the reference system even the condition is not normal (near the fracture point).
3.2 Composite Coupon Test
We have repeated the similar tests with using composite coupons. The composite material is typical carbon fiber composite ePlate MH1020 by Mitsubishi Plastic (http://www.yes-mpi.com/tanso/eplate.html) as shown in Figure 19a.

The composite material is fabricated to a dog-bone shape so that it will be forced to fracture in the neck down area. The test coupon size is 10 x 1 x 0.095 in (neck section is about 60%, or 0.615") and the same train gauges as metal case are installed both sides of composite coupon as shown in Figure 19b. Strain gauges cannot be installed side-by-side due to narrow area; they had to be installed head on fashion about the same area (not exactly the ideal situation).

Due to composite materials surface characteristic is different from metals, strain gauges’ epoxy bonding force is also expected to be different, and thus installation of strain gauges on the composite surface took significant care and time. Even with cautious preparations and installation bonding became an issue when load was begin to apply. The test coupon is installed to the puller like previous metal coupon and it is shown in Figure 19c.

![a) Composite material used in the test. b) Composite coupon with strain gauges c) Composite coupon in the puller](image)

Figure 19. Material and Test Set up

The actual test was performed after several trials of pulling making sure the composite fractures at the expected area since earlier tests showed sample fractured crimped points. Also, loading was applied even gradually (twice slower than metal cases) making sure the strain gauges do not peel off. These trials carefully performed to see strain gauge’s bonding condition as well as hearing cracking sound so that to study the loading process. One of controlled tests result for up to 2000 lbs of load is shown in Figure 20.
Figure 20 shows general trend of composite internal energy build up to the predetermined safety loading of 2000 lbs where strain gauges tend to peel off around this loading from previous trials. The strain rate difference near the peak load is due to strain gauge’s bonding characteristic. If strain gauges are bonded in the fracture surface side, it will show earlier strain drop while the other surface still may be experiencing load holding.

Finally, we have prepared the composite coupon fracture test. Unfortunately, strain gauges for the reference (UCI equipment) did not work and only ZigBee wireless data are available. Therefore, no comparison was performed. The result is shown in Figure 21. This time the applied load was increased continuously to 9000 lbs for about 170 sec when crack sound was heard. After reaching to the max load, the load was kept without increasing until complete fracture occurred. This figure shows typical composite characteristic of holding partial load even after showing internal fracture 1st time (after 170 sec up to about 240 sec). The structure finally gave out at around 250 sec. Metal fracture would drop the strain rather suddenly as shown in Figure 17 above. Although, there is no direct comparison available for this test wireless system seems to pick up key element for the structure deformation assessing from Figures 17, 18 and 20.
It has been shown that the ZigBee wireless system works well in both metal and composite structural samples for strain experiments. Also, the system has shown that the wireless data sample rate may be sufficient enough to pick up important structural features. Preparations, especially for strain gauges installation, to composite materials continue to be a serious issue since the test results depend highly on the gauge’s bonding condition. Changing the sample data rate, power management (for radio transmission) and use of ease will be added as improved version and we will be performing similar test for composite materials next.

A wireless sensor system to measure the structural strain deformation was developed. Although system-level power consumption and very large scale dataset transmissions (within the Internet) were not tested, the basic data process and
wireless operation worked well. In fact, it has been proven that the ASWM is accurate enough for strain measurement using existing technologies, as-is and/or modified. Thus, the system can be expanded to a larger extent economically. With the inclusion of efficient MESH protocol, we intend to improve wireless communication significantly.

Normally, structure deformation monitoring requires multiple sensors, gathering data from those sensors quickly, processing the information stream, and sending the results to remote locations for engineering evaluation. All these processes must be done quickly and accurately. Therefore, the system cost can be prohibitively high. ASWN can be one of quick solutions to that problem.
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ABSTRACT

The reliable, accurate and low cost measurement of angular position is an important challenge for numerous industries such as aerospace or automotive industries. We propose a new optical fiber angular position sensor connected to an automotive power steering column. This sensor allows the measurement of the angular position of a car steering wheel over a large range (± 3 turns of wheel). The wheel rotation induces micro-bending in the transducer part of the optical fiber sensing system. This system operates as an amplitude modulation sensor based on mode coupling in the transducing fiber in the case when all the modes are equally excited. We study the sensor's response both theoretically and experimentally with a multimode step index optical fiber [Rf (fiber radius) = 300µm; rc (core radius) = 50µm; nc (core index) = 1.457; N.A. = 0.22 and the wavelength is 632.8 nm at the ambient Temperature (20°C)]. This sensor has been tested between (-3x360) and (+3x360) degrees with 0.147 sensitivity. We show that the sensitivity can be controlled as a function of the sensor's length and the study of the sensor's output power as a function of the angular position has been achieved. We compare modeling and experimental validation and we conclude by a perspective of what could be soon an industrial sensor.

Keywords: Sensor, fiber optic, amplitude modulation, micro-bending.

1. INTRODUCTION

Numerous areas of research in the aerospace and automotive industry try to solve problems through answers to similar constraints. The reliable, accurate and low cost measurement of an angular position is an important challenge for numerous industries, such as the aerospace or automotive industries.

Several techniques have been proposed and tested to determine the angular position data such as magnetic techniques [1-2]. Lots of studies are being performed using capacitive techniques [3-4] with limited industrial applications. There has also been work using a conductive rotor blades fixed to a non conductive shaft. The angular position data can currently be determined by several optical techniques such as interferometry methods [5]. Some optical techniques using fiber optic have been achieved. For these angular position sensors, the principle is based on light modulation when a constraint is applied to the fiber, constraint which modifies the light properties like polarization or frequency… [6].

We propose a new optical fiber angular position sensor connected to an automotive power steering column. This sensor operates as an amplitude modulation sensor based on modes coupling in the transducing fiber in the case when all the modes are equally excited.

2. PRINCIPLE OF THE ANGULAR POSITION SENSOR

The principle is based on the light modification passing through an optical fiber to which a perturbation is applied.
We employ global detection to obtain the propagation losses due to the coupling between the guided modes and the radiated modes. The determination of the coupling is defined by the ratio of the mode’s order m and the group mode number M.

The propagation constant as a function of the normalized order $m/M$ of a modes group is defined by:

$$\beta = kn_c \left[ 1 - 2\Delta \left( \frac{m^{2\alpha}}{M^{a+2}} \right) \right]^{1/2}$$

$$\Delta = \frac{n_c^2 - n_g^2}{2n_c^2} = \frac{4N^2}{2n_c^2}$$

Where $n_c$ is the core index of the fiber, $n_g$ the clouding index and NA is the Numerical Aperture.

The modes are solutions to the propagation general equations and can be coupled to one another due to fiber irregularities.

The space between two modes is:

$$\Delta \beta = \beta_m - \beta_{m-1} = -2\frac{2\sqrt{\Delta}}{r_c} \left( \frac{\alpha}{\alpha + 2} \right)^{1/2} \left( \frac{m^{2\alpha}}{M^{a+2}} \right)$$

Two modes will be coupled by a perturbation if their propagation constants are separated by a spatial frequency in the perturbation spectra.

A wavelength sinusoidal perturbation induces a mode coupling for which the propagation constants are separated by a $2\pi/\Lambda$ spatial frequency.

So to optimize the light attenuation measures in the fiber, we can increase the total losses by inducing a maximum coupling between the guided and the radiated modes by the application of a constraint with an appropriated periodicity.

The phenomenon is effective when the spatial period corresponds to the modes coupling period.

We apply a $\Lambda$ microbending period to the fiber. It exists a $\Lambda$ for which the modes coupling is maximum.

$$\Delta \beta = \beta_m - \beta_{m+1} = \pm \frac{2\pi}{\Lambda}$$

For a step index fiber ($\alpha=\infty$), we have:

$$\Delta \beta \Rightarrow 2\sqrt{\Delta} \left( \frac{m}{M} \right) = \frac{2\pi}{\Lambda}$$

For a multimode step index optical fiber, we have:

$$\frac{m}{M} = \frac{\sqrt{2\pi r_c n_c}}{NA.\Lambda}$$

Where $r_c$ is the core radius, $n_c$ is the core index; NA is the Numerical Aperture and $\Lambda$ the perturbation wavelength.

It is necessary, in our case, to define the perturbation wavelength when torsion is applied to the fiber as:

$$\Lambda = 2r + 2r_f$$

where $r$ is the curve radius and $r_f$ the fiber radius.
To understand the principle of our sensor, it is necessary to describe the microbending system. The microbending system, which function is to hollow a total excitation of the modes during the perturbation, is necessary in order to detect the angular position of the wheel, based on the torsion fiber.

The perturbation wavelength can be written as follow:

$$\Lambda(\theta) = \frac{h}{2} + 2 \frac{\pi^2 d^2}{h} \frac{1}{\theta^2} + 2 r_f$$

where $\theta$ is the rotation angle, $\Lambda$ the perturbation wavelength, $r_f$ the fiber total radius curve, $h$ is the torsion amplitude and $d$ the length of the fiber torsion zone.

The output intensity is given by:

$$I_L = K \frac{m}{M}(\theta)$$

3. THE EXPERIMENT ARRANGEMENT

3.1. Microbending system.

The principle is to study the amplitude response of a step index multimode fiber in order to determine the losses introduced by the microbending.

A $\lambda$ wavelength is emitted by a LED and injected in the step index multimode fiber. The fiber optic passes through the microbending system composed by two periodical arrangements of metallic cylinders. These cylinders have got a $\Lambda$ period arrangement and are $\Lambda/2$ shifted. These micro curves will modulate the light signal detected at the output system by an optical detector.
When a pressure is applied to the fiber, it introduces modes coupling between the guided modes and the radiated modes. So, our purpose is to find the right displacement in order to have a maximum coupling between the guided modes and the radiated modes.

3.2. The experimental arrangement

The experimental setup is presented in figure 3. The source is a diode laser emitting at 632.8nm. The beam is injected in the multimode step index optical fiber ($r_e=300\mu m; r_c=50\mu m; n_c=1.457; N.A. = 0.22$). A Microbending system (MB) is attached to the fiber before it enters the sensitive part of the sensor, which has a variable length $d$. This system has been developed to allow a rotation and an automated torsion of the fiber operated by a control command. The rotation of the mobile part induces torsion in the sensitive part of the sensor, which modulates the signal.

3.3 Adaptation to the steering system

The adaptation of our sensor to the steering system is described in figure 4. When a rotation is applied to the wheel (1), the shaft (2) will turn with the same angle due to a system of gear wheels (3).
The loop (4) (to which the fiber is linked) is mobile and induces torsion to the fiber in the torsion zone. The length of the sensitive part (ABCD) depends on how many turns are required and can be adjusted.

4. RESULTS

4.1. Microbending

After the description of the microbending system, we present the results obtained for two types of fiber using different perturbation wavelengths. The first fiber, fiber 1 presents a 100µm core radius, a 1.456 core index, a 300µm fiber radius and a 0.4 numerical aperture. The second fiber ($r_f=150µm$) presents a 50µm core radius and a 0.22 numerical aperture. Figure 5 and 6 present the transmission rates as a function of the microbending system lateral displacement for different cylinders (of the microbending system) radius.
Figure 5: Transmission rate as function of the displacement. Fiber 1.

Figure 6: Transmission rate as function of the displacement. Fiber 2.

In both cases, the output power is constant up to a d limit. All fiber modes are not equally excited. So, in the case studied, the microbending is created by the torsion of the fiber itself in the torsion zone.
4.2. Simulation of the sensor

The simulation of the sensor accounts for the results presented in the following figure.

![Figure 7: Transmission rate as a function of the angle.](image)

The smaller the length of the sensitive part d, the greater the decrease in the transmission rates. Measurements can be made up to a large number of turns of the wheel (6-7 turns).

4.3. Experimental results

The transmission rate changes as a function of the number of loops for a fixed distance d.

![Figure 8: Output power as function of the number of turns](image)
This sensor can only be used on the linear parts of these curves. The presence of the plateau can be explained by the fact that all the fiber modes are not equally excited. This can be overcome by applying the microbending system. So the fiber itself is a microbending system when the torsion is applied to it but to have optimum excitation modes, we can add a "real" microbending system to eliminate this plateau and get to a maximum efficiency. Another way is to have a beam which Numerical Aperture equals or is superior to the fiber Numerical Aperture.

5. CONCLUSION

A new optical fiber angular position sensor connected to an automotive power steering column has been achieved. This sensor is based on the coupling between the guided modes and the radiated modes of the fiber during the light transmission. We used a multimode step index optical fiber (r_i =300µm; r_c=50µm; n_c=1.457; N.A. =0.22) as a transducer and we demonstrated that this sensor allows for the measurement of a car steering wheel angular position over a large range (± 3 turns of the wheel).

We showed too that the sensitivity could be controlled as a function of the sensor length. The comparison between the theoretical and the experimental results give us good perspectives of what could soon be an industrial sensor in the steering assistance.
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ABSTRACT

Hydrogen detection in space application is very challenging; public acceptance of hydrogen fuel would require the integration of a reliable hydrogen safety sensor. For detecting leakage of cryogenic fluids in spaceport facilities, launch vehicle industry and aerospace agencies are currently relying heavily on the bulky mass spectrometers, which fill one or more equipment racks, and weigh several hundred kilograms. Optical hydrogen sensors are intrinsically safe since they produce no arc or spark in an explosive environment caused by the leakage of hydrogen. Safety remains a top priority since leakage of hydrogen in air during production, storage, transfer and distribution creates an explosive atmosphere for concentrations between 4% (v/v) – the lower explosive limit (LEL) and 74.5% (v/v) – the upper explosive limit (UEL) at room temperature and pressure. Being a very small molecule, hydrogen is prone to leakage through seals and micro-cracks. This paper describes the development of fiber optic emerging technologies for detection of hydrogen in space applications. These systems consisted of Micro Mirror, Fiber Bragg grating, Evanescent Optical Fiber and Colorimetric Technology. The paper would discuss the sensor design and performance data under field deployment conditions.

Key Words: Fiber Optic Sensors, Hydrogen Cryogenic Detection, Leak Monitoring, Space Applications

1. INTRODUCTION

Lunch vehicles and other satellite users need launch services that are highly reliable, less complex, easier to test, and cost effective. Safety concern within ground support personnel and safety requirements to sense and monitor the concentration of hydrogen in the vicinity of the main engines and propellant tanks although makes the current baseline of launch vehicle quite safe, the number of sensing locations and the sensing methods are based on historical approaches and the baseline approach may limit launch abort decision data to a single sample and could result in unnecessary delay and abort.

Despite considerable effort to minimize occurrence of leak, several of Space Shuttle experienced delays as a result of repeated leak detection. The current baseline method employs remote analytical mass spectrometers systems fed by tubes. This results in delay between leak initiation and leak detection as well as being limited in sensing locations.

Commercial and military launch vehicles are designed to use cryogenic hydrogen as the main propellant, which is very volatile, extremely flammable, and highly explosive. Current detection system uses Teflon transfer tubes at small number of vehicle location through which gas samples are drawn and stream analyzed.

* Corresponding author e-mail address: alex.kazemi@yahoo.com
Liquid hydrogen is widely used as a propellant in launch vehicles. Since hydrogen is highly dangerous and prone to explosion, detection of hydrogen become critical for the safety and efficiency during launch operations. Several techniques such as catalytic bead sensors and solid state sensors are not very accurate beyond 1% (10,000 ppm) hydrogen concentration with nitrogen present. There is a need to monitor hydrogen (H₂) concentration in the vicinity of rocket fuel tanks to detect leaks, see Figure 1-1. Palladium (Pd) based gas sensor with various electrical and optical sensing schemes have been explored for past 40 years. The most commonly used detection system is a mass spectrometer [2].

Figure 1-1. Fiber optic hydrogen leak detection need for present and future launch vehicles.

2. MICROMIRROR SENSOR TECHNOLOGY

The first optosensor for hydrogen was developed by Butler and Ginley. In their system an optical fiber coated with palladium was used as sensing mechanism. They recognized the changes in the elastic property of palladium during hydrogen absorption and desired a fiber optic hydrogen sensor. In their work, the sensor is an interferometer in which one of its arms (i.e. sensing structure) was coated with palladium film and the optical path length of the sensing arm changes as it is exposed to hydrogen. The change in the optical path length shifts the fringes at the output of the interferometer and hence it can be detected. Further investigation by Butler resulted in the development of micromirror sensor (see Figure 1-2.). The work report in this paper is the result of further development of micromirror sensor for temperature requirement at sub-zero and multiplexing of many sensors in an integrated read-out scheme based on optical switches and driver/receiver network [2].
2.1 Operation Principals of Micormirror Chemical Sensor

Hydrogen is an exceptional molecule in that it has no useful absorption in the near Infrared (NIR), where fiber absorptiometry is preferably performed because of the good transmittance of fibers for NIR light. In addition, no indicators are known that would respond to hydrogen by reversible color change, except for the poorly defined tungsten oxide. Consequently, other sensing approach had to be made. An optical fiber coated with palladium is one very important sensor that has been developed. In this sensor, palladium expands on exposure to hydrogen because of the formation of a palladium hydride (PdHx) having an expanded lattice constant. The expansion depends on the partial pressure of hydrogen and stretches the fiber in both the axial and radial direction. This result in a change in the effective optical path length of the fiber can be detected by Mach-Zender interferometry [2].

In the micro-mirror chemical sensor, an end of a multi-mode optical fiber is coated with a thin film of specially selected material (Pd) that acts as a chemical transducer through changes in its optical properties in response to certain chemicals. These optical changes alter the reflectivity from the end of the fiber. The overall reflectivity of coated optical fiber end depends on both its front surface reflectivity and its optical thickness. Response to different chemical species is achieved by selecting the coating material deposited on the fiber end. Palladium film is used for hydrogen detection. In our development, the fiber optic hydrogen micorsensor operates in 4 simple steps as shown in Figure 2.1-1:

1. Modulated LED source launches into sensor array.
2. Photodiode detectors synchronously measures reflected signal.
3. Reversible chemical interaction causing a change in reflectivity.
4. Reflectivity corrected to the local concentration of target chemical species is measured.

Also, in our system, an optical driver receiver launches a modulated LED source into an optically multiplexed sensor array and photodiode detectors synchronously measure the reflected signals, see Figures 2.1-2.
2.2 Field Demonstration on Stennis B-2 Test Stand

A field demonstration was performed at NASA/Stennis Cryogenic Test Lab and to simulate hydrogen leakage, sensors were exposed to concentrations of bottled 2% hydrogen in nitrogen.

The hydrogen sensor used in the demonstration responded immediately, with full response in about 3-5 seconds (See Figure 2.2-1a). When exposed to clear air, the sensor recovered in about one second. Sensor response was repeatable, with two successive exposures to 2% hydrogen in nitrogen shown in the graph. For temperature demonstration, a sensor was used and operated normally with good accuracy to the ice bath in which it was installed. This sensor was removed from the ice bath and exposed to the air on the bench in the field, and it responded up to the ambient temperature. When put back into the ice bath at the right side of the chart, it rapidly went back to the ice temperature (See Figure 2.2-1).
3. FIBER-OPTIC BRAGG GRATING SENSORS FOR HYDROGEN SENSING

We report a new type of optical hydrogen sensor with a fiber optic Bragg grating (FBG) coated with palladium. The sensing mechanism in this device is based on the mechanical stress that is induced in the palladium coating when it absorbs hydrogen. The stress in the palladium coating stretches and shifts the Bragg wavelength of the FBG. Using FBGs with different wavelengths many such hydrogen sensors can be multiplexed on a single optical fiber. Operation of two multiplexing sensors is demonstrated. Moreover, hydrogen and thermal sensitivities of the sensors were measured and calculated using a simple elastic model. Moreover, to quantify the amount of stress in the palladium film as a function of hydrogen concentration, a novel and very sensitive method was devised and used to detect deflections in a Pd-coated cantilever using an evanescent microwave probe. This stress was in the range of 5.26—8.59 x 10^7 Pa for H2 concentrations of 0.5—1.4% at room temperature, which is about three times larger than that found in the bulk palladium for the same range of H2 concentrations [3].

3.1 Results and Discussion

Transmission spectra of a sensor as a function of hydrogen concentration are shown in figure 3.1-1-a. The Bragg wavelength of this sensor was 829.73 nm and it had a 35 µm cladding and a 560 nm Pd coating. From the figure, the Bragg wavelengths of the sensors were shifted to right when the sensor was exposed to a higher hydrogen concentration. The sensor showed a completely reversible response to cycles of hydrogen/nitrogen exposures at low hydrogen concentrations. However when exposed to hydrogen concentrations higher than 1.8%, the Pd coating peeled off and the sensor was destroyed. Figure 3-1-b shows the hydrogen sensitivity of the sensor. The Bragg wavelength increased almost linearly as a function of hydrogen concentrations in the range of 0.3—1.8% H2 and decreased and became irreversible when it was exposed to hydrogen above 1.8%. Optical pictures of the sensors after exposure to 1.8% H2 revealed that the Pd coating peeled off. In the linear range of its operation, the sensor had 1.95 x 10^2 nm/1% H2 sensitivity.

Figure 3.1-2 shows the spectrum from an array of two sensors with the Bragg wavelengths at 829.73 nm and 846.65 nm. These sensors were joined together using a mechanical splicer. In figure 3-2, the top curve shows the transmission spectrum from the array of the two sensors in which only the second sensor was exposed to
hydrogen (1% in nitrogen ambient). The second sensor clearly responded to hydrogen, as indicate in the bottom curve in the figure which shows the difference between the spectrum with and without hydrogen.

Figure 3.1-1. (a) transmission spectrum of the FBG sensor as a function of hydrogen concentrations. The sensor was coated with a 0.56 pm thick Pd. (b) Bragg wavelengths of the FBG sensor as a function of hydrogen concentrations. After exposure to 1.8% H2 the sensor response was deteriorated and became irreversible.

Figure 3.1-2. Transmission spectrum of the two multiplexed FBG sensors (top) where only the second sensor was exposed to 1% H2. The bottom curve is the difference between the sensors spectra with and without (the reference spectrum) the hydrogen exposure.

4. PALLADIUM COATED FIBER OPTIC EVANESCENT FIELD HYDROGEN SENSORS

A new types of hydrogen fiber optic sensors are reported. Our sensors consist of multimode optical fiber with a thin palladium film deposited on a suitable length of the fiber core, and operate through evanescent field interactions. Different sensor configurations are discussed and experimental results for different hydrogen concentration are presented. It is shown that these kind of sensors are suitable for detecting hydrogen concentrations form 0.5% to 3% with high sensitivity and fast time response.
4.1 The Palladium Film-Hydrogen Interaction

It has been known for many years that palladium has the property of absorbing hydrogen, up to hundreds of times its own weight. The mechanism of interaction and the process that takes place in the palladium film, when it absorbs hydrogen, have been widely discussed in the literature. However, it is convenient to briefly discuss here some of the fundamentals of such an interaction.

When Pd is exposed to hydrogen, H₂ molecules are converted to two H atoms (H₂ → 2H) at the Pd surface with a very efficient dissociation rate. The hydrogen atoms then diffuse rapidly into Pd, converting it into palladium hydride, PdHₓ, (where x is the hydrogen content or the atomic ratio of H/Pd). The ratio H/Pd depends directly on the hydrogen partial pressure. It is also postulated that nearly 100% of hydrogen is dissociated upon arrival at the Pd surface. The palladium hydride film has different mechanical, electric, and optical properties than Pd. It also has two solid phases: α and β phases depending upon the Pd/H composition. The reversible α-phase is found at low hydrogen concentrations, typically from 0 to 3%, and the irreversible β-phase at higher concentrations. The hydrogen concentration at which the phase transition takes place depends on the Pd film thickness and temperature. It also introduces a hysteresis in the optical and mechanical parameters of the Pd film. Transitions from the α-phase to β-phase for a thin Pd film (100-1000Å) occurs at wider H₂ concentration range than the transition in thicker films (>10 um) which occurs around 4% H₂. Most hydrogen sensor that use Pd as the sensing material operate in the α-phase, avoiding hysteresis [4].

It has been found that the Pd film reflectance decreases when the film is exposed on hydrogen. The changes in magnitude for the transmittance (or reflectance) depend directly, but not linearly, on the hydrogen partial pressure. Transmission and reflection data obtained simultaneously from Pd film may be used to determine fundamental optical parameters including reflectivity and absorption coefficients at a given hydrogen concentration, assuming that the film thickness is known. Note that the absorption coefficient is directly related to the extinction coefficient or the imaginary part of the refractive index. When a Pd film absorbs hydrogen it becomes less absorbing. This results in more or less light transmitted, or reflected by the Pd film which may be easily monitored with a light sensitive device. In contrast, the resistivity of the film, as well as the real part of its refractive index, increases. It is well known that the increment of the Pd film resistivity as a function of hydrogen absorption is exploited in electrical sensors.

4.2 Sensor Principal Configurations

Although the principle of evanescent field sensors has been widely discussed in the literature it is convenient to repeat here the main aspects for self-consistence. Evanescent field sensor have been mostly exploited for bio-chemical applications owing to the inherent advantages they offer over other techniques. However, evanescent field sensors have been little exploited for hydrogen sensing so far.

Typical bio-chemical evanescent field sensors make use of plastic-clad-silica (PCS) multimode fiber, D-shape single-mode fibers, or integrated optical devices. In such cases, the evanescent fields interact directly with chemical itself (monitoring absorption or index change), or the interaction is within an intermediate layer involving, for example absorption or fluorescence. An evanescent field, created when total internal reflection between two dielectric media occurs, is an electromagnetic field in the lower refractive index medium. In the case of optical fibers, the evanescent field decays exponentially away from the fiber core/cladding interface. The evanescent field can be expressed as:
\[ E = E_0 \exp \left( -\frac{x}{d_p} \right) \] (1)

where \( E_0 \) is the field amplitude at the boundary and \( d_p \) is the penetration depth (\( \text{l/e} \) depth) into the lower index medium (the fiber cladding) given by:

\[ d_p = \frac{1}{k_0 \sqrt{n_2^2 \sin^2 \theta - n_1^2}} \] (2)

and \( k_0 = 2\pi \lambda_0 \) being \( \lambda_0 \) the wavelength of the light used, and \( n_1 \) and \( n_2 \) are the reflective index of the fiber core and the cladding respective. See Figure 4.2-1.

Figure 4.2-1. Schematic of evanescent fields and light propagation in an optical fiber. The gray zone of length \( I \) represent an absorbing thin film.

### 4.3 Experimental Results

Two detection systems, depicted in Figure 4.3-1, were employed to test the sensors. In Figure 4.3-1 a, a set up with conventional detection electronics is shown. It consists of a broadband light source, a chopper, a focusing system, a conventional detector, and a lock in amplifier. In turn, Figure 4.3-1 b. shows a set up with the schematic of a detection system designed and fabricated in our lab. The light source is this case was an infrared LED modulated at 500 Hz. The detector used was a single phototransistor whose electronic circuit is also shown. All the experimental data were recorded in a personal computer (PC) where they were later processed and analyzed.

Figure 4.3-2 shows the data obtained with a reflection-mode sensor. The core diameter was 60 \( \mu \text{m} \), and the detection electronics was designed and assembled in our laboratory (Figure 4.3-1 b.). The sensor in this case had an interaction length of 1.5 cm, covered with a 200 Å thick Pd film. The mirror was made with a very thick Al thick film. The plot shown in Figure 5 was obtained when the sensor was exposed to 1\% \( \text{H}_2 \) concentration. The hydrogen flow was continuously turned on and off. Similar time response to that of the transmission-mode sensors was observed for the reflection-mode sensors. The signal to noise ratio was much larger when the sensor was deposited directly onto the arm of a 3-dB coupler. It was also found that this configuration is more robust and easier to handle. It is also more compact. This may be an important
advantage, for instance, in places where sensor size is a concern. Also, remote sensing is more convenient with the last approach.

Figure 4.3-1. Schematic of two experimental setups. a) depicts a set-up with conventional instruments and b) shows the electronic circuit that was employed in our detection.

Figure 4.3-2. Reflection-mode fiber optic evanescent field hydrogen sensor output as a function of time.

5. COLORIMETRIC SENSOR TECHNOLOGY

We developed a Colorimetric technology and demonstrated successfully test of a multi-point fiber optic hydrogen sensor system during the static firing of an Evolved Expandable Launch Vehicle at NASA’s Stennis Space Center. The system consisted of microsensors (optrodes) using hydrogen gas sensitive indicator incorporated onto an optically transparent porous substrate. The modular optoelectronics and
A multiplexing network system was designed and assembled utilizing a multi-channel optoelectronic sensor readout unit that monitored the hydrogen and temperature response of the individual optrodes in real-time and communicated this information via a serial communication port to a remote laptop computer. The paper would discuss the sensor design and performance data under field deployment conditions.

5.1 Comparison of Fiber Optic System with Mass Spectrometer

Recent breakthrough in fiber optic chemical micro sensor technology and fiber optic micro sensor provides real-time continuous measurement of chemical species concentration at a vast number of remote locations including inaccessible areas and areas with hostile environments. These present a safety hazard to the inspector. This class of sensor relies on a reversible chemical interaction causing a change in reflectivity. The magnitude of the change in reflectivity is correlated to the magnitude of chemical interaction. The overall reflectivity of the coated optical optrodes depends on both its front-surface reflectivity and its optical thickness. Response to different chemical species is achieved by selecting the coating material deposited on the porous glass. Palladium and Tungsten Oxide is used for hydrogen detection. Consequently fiber optic based system is far superior to the current baseline with following distinct advantages [5]:

i. Leak Locations  
ii. Leak Response  
iii. Engine Leak Location  
iv. Safety and Simplicity of Operation  
v. Future Expandability  
vi. Multiple Detection  
vii. Extremely fast Multiplexing

The mass spectrometer uses remote system fed by tubes, this results in delays between leak initiation and leak sensing and being limited in leak locations. Very slow multiplexing. For mass spectrometer, the effective response time (transit time x tube no.) + sampling response time.

For fiber optic system, the effective response time = sensor response time. Figure 5.1-1 illustrates the difference between mass spectrometer Vs. fiber optic system.

![Figure 5.1-1. Mass Spectrometer Vs. Fiber Optic Sensor System.](image-url)
5.2 System Concept

The Boeing Co. in collaboration with Intelligent Optical System have developed and tested the field deployable prototype of a 14-channel fiber optic hydrogen and oxygen sensor system for the early detection of cryogenic fuel leaks. This system was designed for use in the Boeing Company’s EELV Delta IV program and was tested successfully during Delta CBC-hot fiber test in April 2001 at NASA Stennis Space Center. For the deployable unit, we had successfully designed and fabricated the sensors, the H2 optoelectronics boxes and multiplexing network system, see Figure 5.2-1 (a-d). The hydrogen sensor packaging consists of two optrodes; one doped with an indicator sensitive to hydrogen, and the other doped with an indicator sensitive to temperature. The sensor package is attached to a custom fiber optic ribbon cable, which is then connected to a fiber optic trunk communications cable (standard telecommunication-grade fiber) that connected to the optoelectronics module. Each board in the expandable module contains all the light sources, photodetectors, and associated electronics required for one sensor package. Performance data for the system is shown in Table 5.2-1.

Figure 5.2-1. Key Components of distributed sensing points system: (a) the sensor package; (b) the cable connects sensor package to the light source and detector; (c) multichannel optoelectronic system; (d) LabView-based display.
Table 5.2-1 Performance data of the fiber optic hydrogen detection system.

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>HYDROGEN SENSOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range</td>
<td>0.1 to 5%</td>
</tr>
<tr>
<td>Response Time (Immediate Response)</td>
<td>1-5 Seconds</td>
</tr>
<tr>
<td>Response Time (to 90% of Full Scale)</td>
<td>10 Seconds</td>
</tr>
<tr>
<td>Sensitivity (minimum detectable concentration)</td>
<td>0.1%</td>
</tr>
<tr>
<td>Selectivity (Freedom from Interference)</td>
<td>100% Nitrogen, 100% Oxygen</td>
</tr>
<tr>
<td>Temperature Range</td>
<td>-18º C to 60º C (0º F to 140º F)</td>
</tr>
<tr>
<td>Half-Life of Sensor</td>
<td>1 Year</td>
</tr>
<tr>
<td>False Alarm</td>
<td>0</td>
</tr>
<tr>
<td>Drift</td>
<td>0.1% per day</td>
</tr>
</tbody>
</table>

5.2 Characterization of Hydrogen Sensor

We fabricated hydrogen sensor optrodes, and optrodes for temperature compensation. The hydrogen optrodes were fabricated using a proprietary colorimetric indicator chemistry and the temperature optrodes used a ruthenium-based fluorescent indicator. To compensate for temperature, we fabricated temperature-sensitive optrodes using ruthenium indicator, however, these optrodes were further processed by coating them with an oxygen impermeable coating, which overcame the “oxygen quenching” phenomenon, and isolated the effect of temperature on the sensor performance. The indicator chemistries were immobilized on to porous glass using a solution based process. Figure 5.2-1 shows photograph for the fabricated hydrogen optrodes.

![Figure 5.2-1. Hydrogen optrodes fabricated in a porous glass rod.](image)

We tested the performance of the hydrogen optrode with an optoelectronic setup that uses a blue LED (440 nm to 520 nm bandwidth) to monitor the changes in the intensity of the reflected light from the optrode. In a routine test, we pressurized the experimental gas chamber with varying concentrations of hydrogen and nitrogen and measured the sensor’s response (See Figure 6). This figure shows that the sensor responds readily to changes in the hydrogen environment in the range from 0% to 100% hydrogen. Furthermore, the figure shows that the sensor exhibits maximum sensitivity in the 0% to 5% hydrogen concentration range.

The next experiment was targeted at measuring the response time of the hydrogen sensor when changing the hydrogen concentration environment from 0% to 5%. In this experiment, the hydrogen/nitrogen gas mixture was delivered from the mass flow controllers at rate of 1 cc/min to a 500 cc/min within a gas cell that contained the sensors. As shown in Figure 6(a), the hydrogen optrode response to a 90% change in signal occurs in less than 15 seconds; the recovery time (the response to changing from 5% hydrogen to 0% hydrogen environment) is about 5 seconds. In this experiment, the response time of the optrode was...
dependent on the time required to fill the test chamber at a flow rate of 1 cc/min. The following experiments were conducted to measure the reversibility and long term stability of the hydrogen optrode. Figure 6 (c) shows the reversible response of the optrode when changing the hydrogen environment back and forth from 0% to 5% hydrogen over 13-hour test run. This figure shows that the optrode response is completely reversible. Similarly, Figure 6 (d) shows the long term stability of the sensor when changing the hydrogen back and forth from 0% to 5% hydrogen over 3,600 minutes. In this figure, we observed an initial drift in the sensor response over first 1000 minutes of the run. This initial drift is believed to be caused by temperature effects; in this run temperature compensation was not in effect.

Figure 5.2-2. Response of the hydrogen sensitive optrode: (a) Response to 90% of full scale; (b) Response in the range of 0% to 100%; (c) Reversibility of hydrogen optrode when varying the hydrogen environment from 0% to 5% hydrogen; (d) Long term response time to 3,600 minutes (note; drift in response from 0-1000 minutes is unaccounted for, but may be due to fluctuation in temperature inside the gas cell).

5.3 Successful Demonstration of Fiber Optic Hydrogen Detection System on Delta IV Hot Fire Test at NASA/Stennis

New hydrogen sensing optrodes using Colorimetric technology with upgraded connecting cables were designed and developed before shipment to Stennis for The Boeing Company’s Delta IV Common Booster Core (CBC) hot fire test at NASA/Stennis. Eight hydrogen sensors were installed, in pairs for redundancy, in the engine section (see Figure 5.3-1).
Figure 5.3-1. Eight hydrogen sensors were installed, in pair for redundancy, inside engine section of Delta IV-CBC for hot fire test at NASA/Stennis Space Center.

The final two sensors were placed on the engine fairing above the roll control nozzle (RCN) to sense hydrogen present prior to ignition (See Figure 10). The optrodes were tested, prior installation in the vehicle, by exposure to an atmosphere of 2% hydrogen in 98% nitrogen contained in a plastic bag placed over the optrode housing. Positive response were noted. The optrodes mounted outside the vehicle responded to the environment prior to main engine ignition.

On April 23, 2001, just prior ignition of CBC hot fire test, the RCN and engine torches were turned on to burn excessive hydrogen. Since, it was a wet day, the spark plug torch near RCN ignited 6 seconds late. Instantly, the hydrogen which is pumped to this torch, were not burned and we were able to detect it in 6 seconds and was recorded on laptop at NASA/Stennis test control center using Lab View graph (See Figure 5.3-2). This demonstration proved that our system was successful and able to detect hydrogen in open air environment.

Figure 5.3-2. Hydrogen Detection: (a) Hydrogen optrode mounted outside of Delta IV-CBC, engine just above RCN; (b) Response of hydrogen sensor placed outside of the vehicle.
6. CONCLUSION

In Micromirror concept, a successful field demonstration of 20 sensors was performed at the EELV/Delta IV engine test stand at NASA-Stennis Space Center, with the sensors detecting hydrogen and responding to full scale within 5-15 seconds of exposure.

In fiber-optic Bragg grating sensors for hydrogen gas sensing, we have demonstrated a new type of hydrogen sensor that is based on the elastooptic in fiber Bragg grating coated with Pd. This type of sensors allows several sensors to be easily multiplexed on one single fiber using simple and low cost detection equipment. The sensor showed a linear sensitivity for 0.3—1.8% H2. Stress in the Pd film as a function of hydrogen concentrations was also measured. The film stress was found to be about three times higher than the bulk values.

In Pd-coated fiber optic evanescent field hydrogen sensor, it was observed that the amplitude of the sensor output signal decrease with consecutive exposures to hydrogen affecting the sensor sensitivity. This behavior has also been observed by other researchers in the past and is owing to the process that take place in the Pd film. Microblistering and micro-cracking are some of the causes.

In Colorimetric Technology, we have constructed and demonstrated successfully the world first multipoint fiber optic sensor system capable of the temperature-compensated detection of leak-level concentrations of the hydrogen on Delta IV program. We also established that porous glass optrodes doped with indicators are suitable for monitoring hydrogen gas concentrations, and are appropriate for use in engine section of launch vehicles. Thus, porous optrodes doped with colorimetric indicators meet the performance objective. This establishes the basis for an inexpensive optoelectronic device for hydrogen leak detection.
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Background

In a recent study (1) on transportation infrastructure, the results are very disturbing. It states that 83% of the United States transportation infrastructure in not capable of meeting the needs of the next 10 years. While other countries have been more aggressive in infrastructure development and monitoring, the United States is lagging behind.

There are a broad range of infrastructure sensing applications in transportation that are not being met. Many of these vital assets are aging or not adequately monitored with the potential for catastrophic failure. As examples, the bridge failure in Minneapolis, Minnesota was due to a structural failure. Fire safety problems, with recent life-loss fires, in road tunnels are challenging due to specific features of their infrastructure, nature of traffic using them and insufficient safety rules on vehicles. As a result, road tunnel fire safety issues are a concern.

NIST has recognized the need and is funding innovative research for the development of infrastructure monitoring and inspection technologies. Specifically, NIST through its Technology Innovation Program (TIP) will fund the development of a network of distributed, integrated sensor architectures that will monitor bridges, roadways, tunnels, dams and other critical infrastructure applications (2). Many of these applications can be facilitated by using fiber optic sensors.

This paper will specifically address monitoring bridges and tunnels using distributed fiber optic sensors to monitor strain, vibration, temperature and the associated benefits.

Distributed Fiber Optic Sensing Technologies

Many of the monitoring protocols are based upon manual visual inspection which makes real-time monitoring impossible. However, several photonics technologies have been used for structural health monitoring (3) with positive results. In the future, fully instrumented bridges and tunnels will require distributed sensing to provide real-time structural integrity information. Distributed fiber optic sensing technologies include Bragg gratings, Raman scattering, Brillouin scattering and interferometric approaches.

In the Bragg grating approach, specific sensing points are introduced into the fiber, which is referred to as a quasi-distributed sensor since the entire fiber is not a sensor. Bragg grating sensors written into an optical fiber have periodic changes in refractive index which creates the grating effect. The wavelength of light corresponding to the grating pitch is reflected while all other wavelengths are transmitted. If the fiber is strained, the grating pitch changes that in turn changes the reflected Bragg wavelength as shown in figure 1. The spectral change corresponds to the level of strain. In essence, the Bragg grating sensor is spectrally modulated by strain and does not have the problems associated with intensity modulation. Bragg grating sensors have a resolution of 0.5 microstrain. However, in addition to strain, the grating can be modulated by temperature. Depending upon which parameter is to be measured, compensation will be required to discriminate between strain and temperature. A schematic representation of a quasi-distributed Bragg grating sensor is shown in figure 2.
Distributed sensors use the full length of the fiber with the sensing function occurring anywhere along the fiber. A good example of such a sensing system is based on stimulated Brillouin scattering. Figure 3 shows the scattering process. Figure 4 illustrates how the scattering lines shift with both strain and temperature.

Figure 1 Bragg Grating Sensor Concepts

Figure 2 Quasi-Distributed Bragg Grating Sensors
Scattering processes

- Scattering processes used for sensing applications
  - Raman scattered magnitude is temperature dependent
  - Brillouin lines are temperature and strain sensitive

Figure 3 Scattering Processes

Figure 4 Scattering Processes Associated with Sensing Temperature and Strain
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As shown in figure 4, Raman scattering sensing systems only measure temperature and are independent of strain. The measurement range is up to 15 km with a 1 meter spatial resolution (up to 25km with a 1.5 meter resolution) of the location of the temperature perturbation.

Brillouin scattering based sensing systems have a measurement range of up to 30 km. The sensing point associated with a physical perturbation can be resolved to 1 meter on a 10 km length, but accuracy is reduced as distance increases. The strain resolution is 20 microstrain (3). However, more advanced detection schemes can have a strain resolution of 0.1 microstrain (7). While Brillouin scattering is an excellent strain sensor technology, the response time is about 1 second: and therefore, is not suitable for vibration measurements.

The Brillouin scattering wavelength shift is dependent upon temperature and strain. To function as a strain sensor it must be configured to discriminate between strain and temperature in a manner similar to the approach taken for Bragg grating sensors.

Interferometric sensors measure phase shift for detection with various schemes depicted in figure 5. This family of sensors can be quasi-distributed as shown in figures 5a and 5b where the discrete sensing elements are separated by non-sensing fiber leads. In figure 5c the Bragg grating mirrors that define the sensing region create sensing elements that are continuous without a non-sensing region between sensors. As a result, the entire fiber is the sensing element. This is also the case for the distributed Rayleigh mirror configuration shown in figure 5d. Interferometric sensors are extremely sensitive to changes in strain and can function over long distances.

Figure 5 Interferometric Sensing Schemes (8)
All the approaches discussed have the potential to provide excellent static strain measurements, Bragg grating approaches can provide good dynamic strain monitoring while interferometric technologies have the greatest sensitivity and dynamic range to monitor dynamic strain (vibration signatures).

Bragg gratings, Raman scattering and Brillouin scattering are also used widely for distributed temperature measurements (9). Bragg gratings have a temperature accuracy of 1°C. The accuracy for Raman scattering is 0.5 °C while Brillouin scattering also has an accuracy of 0.5°C.

Structural Monitoring for Bridge Safety

Bridge monitoring has typically looked for changes in static strain that may be caused by cracking or corrosion of structural members. Multiple strain sensors are mounted on the bridge and a baseline strain is determined. Deviation of strain over time is an indication that the structural health of the bridge is deteriorating and provides a signal for the need for preventive maintenance. However, it is unlikely that static strain measurements will provide an alarm to indicate that the bridge is on the verge of catastrophic failure such as the bridge failure in Minneapolis. Cracks at critical joints in the bridge may not cause significant deformation until the onset of catastrophic failure. It is hypothesized that a combination of static strain and dynamic strain measurements would improve the likelihood of preventive detection before the onset of the failure process. Monitoring the main structural members may not detect a crack in the interconnect of adjoining bridge sections but vibration tracking across joints could detect either vibration damping or amplification both of which could identify serious flaws as is shown conceptually in figure 6. Therefore, the addition of strategically placed distributive interferometric sensors or other fiber optic sensing approaches that can detect vibration in bridge monitoring schemes should be strongly beneficial.

There are several factors that will impact the full monitoring of bridge structural integrity.

1. The ability to look at both static and dynamic strain which can be accomplished with Bragg grating, interferometric or Brillouin scattering (static only) technology based sensors
2. Distributed sensing in which a network of sensors can function from one electro-optic interrogator
3. The ability to integrate with wireless systems
4. The ability to transmit real time data to a central station and identify alarm conditions
5. Ease of installation
6. Robust behavior with minimal maintenance
7. Cost effective solutions

Bragg grating, and interferometric technology based sensors are capable of static and dynamic detection. However, each technology has performance and cost benefits that will be key factors in sensing system design.
Road Tunnel Fire Detection

Due to the increase in vehicle traffic and a number of recent life-loss fires and potential terrorism threats, road tunnel fire safety measures will require much more advanced technical solutions. Fire detection systems are an essential element of fire protection systems of road tunnels (Figure 7). Fire detectors should provide early warnings of a fire incident at its initial stage and hence facilitate early activation of
emergency systems. Their role is crucial in preventing smoke spread in the tunnel, to controlling/extinguishing fires, and to aid in directing evacuation and firefighting operations \(^{(10-13)}\).

![Figure 7: Road Tunnel Fire Protection System \(^{(14)}\)](image)

There have been a number of different technologies considered for this application that monitor heat, radiation image, smoke or gas. Most of the approaches use electrical or electro-optic configurations. In general, these devices are point sensors which are not efficient for large area surveillance.

Distributed temperature sensors (DTS) use the Raman scattering concept defined in figures 3 and 4 previously. DTS is used for a wide variety of applications across diverse industries such as process control, asset assurance (integrity and/or safety) and condition assessment. The DTS approach has been used very broadly in smart oil wells and power cable monitoring. As a direct result of its features and benefits as well as commercial availability, it is especially well suited for fire detection.
The features and benefits are

- Identifies and locates the position of small temperature hot spots with no prior knowledge of performance characteristics
- Identifies and tracks fast developing and damaging abnormal temperature excursions
- Provides advanced warnings of potentially unsafe conditions
- DTS provides early fire detection and dynamic fire characteristic information (movement direction and speed) for ancillary control & safe evacuation.

A typical tunnel layout using Raman scattering (DTS) technology is shown in figure 8.

Figure 8 Typical tunnel layout

Summary

There are four fiber optic sensor technologies that can be used for distributed sensing configurations. Bragg gratings can be used for strain, temperature and moderate frequency vibration. They have been used in a variety of smart structure applications. Raman scattering is used for temperature monitoring and is the
dominant distributed fiber optic technology for temperature measurement. Brillouin scattering measures both strain and temperature. It has the potential for high sensitivity, but is not suitable for vibration measurement. It is in an early stage of commercialization. Interferometric sensors have been widely used for vibration measurement and have the highest sensitivity and dynamic range.

Bridge monitoring is best accomplished with a combination of static strain and vibration tracking to provide a real time picture of bridge health. Tunnel monitoring can benefit from strain measurement to look at structural health. However, the main concern is fire where temperature is the key parameter to provide an alarm.

Each bridge and tunnel application will require an analysis of need versus distributed sensing technology potential to determine the best cost benefit solution. In many cases an integration of multiple technologies will be required.

References

4. D Krohn, Fiber Optic Sensors, ISA, 2000
5. D. Krohn, Overview of Fiber Optic Sensors KMI’s 26TH Annual Newport Conference, October, 2003
8. C. Kirkendall, R. Bartolo, A. Tveten, A Dandridge, High Resolution Distribute Fiber optic Sensing, NRL Review, 2004
ABSTRACT

In this work, we report a theoretical study for optimizing the optical components choice to design a new low cost and high performances multimode fiber optic gyroscope (MFOG). This study shows that high performances can be obtained by using all optical components with the SI 50/125 multimode optical fiber associated with low coherence light source, such as a LED, and a photodetector with large active area. For further improvement of MFOG performances, we present a detailed analysis of the photo-detection circuits design considerations.

Keywords: Sagnac effect, multimode fiber, gyroscope, interference, mode coupling, rotation sensor.

1. INTRODUCTION

Accurate angular rotation measurement is of great importance in many fields such as land and space navigation. One of the most successful commercial rotation sensors, the Fiber Optic Gyroscope (FOG), is widely used in military and civilian applications [1]. Compared to the existing technologies, this success is due to its own characteristics which are high accuracy, compactness, reliability, solid-state technology, resistance to electromagnetic field, easiness of fabrication and ability to be embedded into other structures [2]. Interests in the FOG are growing rapidly in many companies around the world. Development, production, and system engineers are now getting involved, in addition to the scientific and technological communities that have conducted the research.

Optical gyroscopes with Multimode Fiber (MMF) offer a new means for reducing cost manufacturing of existing FOGs [3]. Such devices can be used in short time stabilization and should find useful application in automotives and robotics navigation [4]. The large numerical aperture of the multimode components allows high power coupled in the MFOG optical circuit and gives also a relaxed alignment tolerance to the optical components connection.

The multimode interference operation allows the MFGOs to have a stable output. Indeed, the random phase errors are averaged over a large number of modes [5]. In addition, non reciprocal effects such as backscattering, Kerr effect and environmental errors are expected to be lower because of the averaging over the modes. However, the presence of mode coupling due to imperfection of the fiber and modal dispersion induces non-rotationally errors which must be avoided.

The first MFOGs, using bulk optical components, were simple laboratory demonstrators [6-7]. The components of such devices must be aligned with each other, giving a critical arrangement incompatible with mechanical vibrations and inducing non-rotationally phase errors. Several theoretical and practical works have been achieved to improve performances of MFOGs [8-12].

Actual MFOGs are highly sensitive to launching conditions and environmental perturbations and still suffer from the effect of mode coupling, [13]. We notice that in prior MFOGs experiments, the choice of optical components were not vindicated especially the choice of multimode fiber.

The aim of this study is the development of a new high performance MFOG. To this end, an optimum choice of the MFOG optical components parameters such as the multimode fiber sensing loop, the light source, the couplers, the photodetector and the detection scheme are reported. The optimum choice analysis is mainly based on the modeling results obtained in our previous work in which the influence of components parameters on the MFOG performances are detailed [14]. This choice should offer better sensitivity to the proposed MFOG.
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2. MATHEMATICAL EQUATIONS

The basic open loop FOG is illustrated in figure 1. The light source is used to couple beam light in the input/output fiber coupler 1 that is used to ensure reciprocity [15]. Another coupler is used to split the light beam in two counterpropagating light beams in the fiber coil. After passing through the fiber coil, the two light beams recombine and are detected by means of a photodetector. The principle of operation of the FOG is based on the measurement of Sagnac phase shift between the two counterpropagating waves induced by a rotation [16]. This phase shift is given by the following expression:

\[
\phi_s = \frac{4\pi RL}{\lambda c} \Omega
\]

where \(\phi_s\) is the Sagnac phase shift, \(R\) is the fiber coil radius, \(L\) is the total fiber length, \(\Omega\) is the input rotation rate, \(\lambda\) and \(c\) are the light wavelength and velocity in free space, respectively.

Fig. 1. Schematic illustration of the main components of a multimode fiber optic gyroscope

In the case of FOGs with multimode optical fiber, the two counter-propagating waves are composed of several modes which have different propagation velocities. The Sagnac phase shift is the same for all modes because it is independent of their effective indices. Because of the use of low coherent source, there are no interferences between different modes, only counter-propagating modes of the same order does interfere, the MFOG operates as several independent single mode FOGs. In this case, any random phase error is averaged to zero and only the induced rotation phase is measured. However, in the real case, imperfections in the fiber manufacturing and external perturbations cause light to be coupled from a mode to others modes. So, the total MFOG output light intensity is the result of interference between fractions of light generated from different modes (direct and coupled modes). As reported in [14], the output light intensity of the first fringe when using low coherent light source and large active area photodetector can be approximated by:

\[
I \approx \sum_{m=1}^{M} \sum_{n=1}^{M} I_{mn}^+ + \sum_{m=1}^{M} \sum_{n=1}^{M} I_{mn}^- + 2 \sum_{m=1}^{M} \sum_{n=1}^{M} \sqrt{I_{mn}^+ I_{mn}^-} \cos(\phi_i + \phi_{mn}^+ - \phi_{mn}^-)
\]

where \(I_{mn}^+\) and \(I_{mn}^-\) describe the fraction of light which is coupled from the \(m\)th mode in the \(n\)th mode in both directions and \(\phi_{mn}^+\) and \(\phi_{mn}^-\) are the accumulated phase shift between these modes. \(M\) is the total mode groups’ number of the multimode fiber. This number is related to the fiber parameters by:

\[
M = \sqrt{\frac{2\alpha}{\alpha + 2} \frac{\pi \alpha \text{NA}}{\lambda}}
\]

where \(\alpha\) is the index profile parameter, \(\alpha\) is the radius of the fiber core and \(\text{NA}\) is the numerical aperture. We can see from the expression of the MFOG output in equation (2) that any changing in mode coupling yields fluctuations of the output intensity which is similar to the variation induced by rotation.
The intensity in the equation 2 can be written as follows:

\[ I = I_{dc} \left[ 1 + C(M) \cos(\phi_s + \phi_e(M)) \right] \]  

(4)

where \( I_{dc} \) is a DC optical light components resulting from incoherent light interference, \( C(M) \) is the fringe contrast which is given by:

\[
C(M) = \frac{2 \sum_{m=1}^{M} \sum_{n=1}^{M} I_{mn}^+ I_{mn}^- \cos(\phi_{mn}^+ - \phi_{mn}^-)}{\sum_{m=1}^{M} \sum_{n=1}^{M} I_{mn}^+ + \sum_{m=1}^{M} \sum_{n=1}^{M} I_{mn}^-}
\]

(5)

and \( \phi_e \) is an additional total phase error due to the presence of mode coupling in the fiber loop of the MFOG which can be expressed as follow:

\[
\phi_e(M) = \arctan \left( \frac{I_{dc} - \sum_{m=1}^{M} \sum_{n=1}^{M} I_{mn}^+ - \sum_{m=1}^{M} \sum_{n=1}^{M} I_{mn}^- + 2 \sum_{m=1}^{M} \sum_{n=1}^{M} \sqrt{I_{mn}^+ I_{mn}^-} \sin(\phi_{mn}^+ - \phi_{mn}^-)}{I_{dc} - \sum_{m=1}^{M} \sum_{n=1}^{M} I_{mn}^+ - \sum_{m=1}^{M} \sum_{n=1}^{M} I_{mn}^- + 2 \sum_{m=1}^{M} \sum_{n=1}^{M} \sqrt{I_{mn}^+ I_{mn}^-} \cos(\phi_{mn}^+ - \phi_{mn}^-)} \right)
\]

(6)

This phase error, similar to the rotation induced phase shift, is sensitive to external perturbations such as thermal variations and mechanical vibrations. As shown in figure 2, the total phase error is averaged to zero when the total mode groups number increase. This gives advantage for the MFOG to have a stable bias at rest. This stability becomes independent of the external perturbations.

Unfortunately, the increase in total mode groups number \( M \) has an opposite effect on the MFOG sensitivity. Indeed, the optical DC component becomes very significant compared to the interference component which cause reduction in the fringe contrast as illustrated in figure 3. The presence of high DC component at the photodetector generates a high level photonic shot noise. Therefore the sensitivity of the MFOG will be limited by this noise. Also, a low contrast can be caused by the efficiency of the photomixing at the photodetector and this may constitute a limitation for detection of low rotation rate.
3. MFOG COMPONENTS CHOICE OPTIMIZING

3.1 Multimode fiber coil

The fiber coil is the sensing element in FOGs. So the choice of the multimode optical fiber to build the gyroscope is very important. Mainly, as we have previously seen, this choice is conditioned by the total number of mode groups (M) of the multimode fiber. The results of modeling show that the fringe contrast decreases when the total number of mode groups increases, which constitute a limitation to the sensitivity of the device.

However, the increase in the number of modes improves the bias stability by reducing the influence of the residual phase error, because this phase error is averaged over the modes. Therefore, it is necessary to find a compromise between sensitivity and bias stability by an appropriate choice of the total number of mode groups M. Consequently, selecting the optimum multimode fiber by choosing the parameters of the multimode fiber allows reaching the required compromise. To determine the optimal number of mode groups, we have used the following optimization cost function (figure 4):

\[ f(\phi, C) = \frac{\phi(M)}{\max[\phi(M)]} + \frac{1/C(M)}{\max[1/C(M)]} \]  

The optimal mode groups’ number is the modes number which minimizes the cost function \( f(\phi, C) \). This number can be expressed as follow:

\[ M_{optimal} = \arg_{M} \min[f(\phi, C)] \]  

The value of \( M \) which minimizes the cost function as illustrated in figure 4 is 10 modes. So, the optimum number of modes which makes it possible to reach the compromise between high sensitivity/stability is \( M=10 \). In practice, we have several multimode fiber types. We report in Table 1 a comparison between three standard multimode fibers, commonly used in optical communication, which are step index 50/125, 65.5/125 and 100/140. From this table, we can see that the standard SI 50/125 fiber (\( M=27 \)) is the closest to the optimum choice. In addition, a low coherent light source with a coherence length of several nanometers is sufficient to eliminate the intermodal interference. Indeed, incoherent light does not have a significant influence because the FOG operates on the first fringe. For example a source with \( \Delta \lambda=20 \) nm gives approximately 25 fringes, which is largely acceptable (central fringe not affected by the contrast function).
The choice of the step index fiber is more adapted for an optimal operation of the MFOG. Indeed, in this fiber type the modes propagate with different velocities. When using incoherent light source, they become uncorrelated after traveling into the fiber loop. Therefore, this eliminates their interference resulting in a phase error reduction. However, in graded index fiber the different modes travel into the fiber loop in the same time which makes the elimination of the interference between modes very difficult even with an incoherent light. Thus, the use of multimode graded fiber for MFOG is not recommended and the effect of interference of coupled mode remains.

In order to couple the maximum power in the fiber, it is useful to use a multimode fibre with a large numerical aperture which allows improving power level at the MFOG output and thus overcoming errors due to the photonic noise of the photodetector. More error reduction of transient effects can be achieved by an adequate coil winding like a quadrupolar winding technique [17] illustrated in figure 5. In this technique the winding starts from the middle of the fiber in the form of layers. Each set of layers is composed of two layers and each set is wound in opposite direction to the previous one.

Table 1. Comparison of calculated total mode groups number of several step index multimode fiber optic types.

<table>
<thead>
<tr>
<th>Fiber type</th>
<th>SI 50/125</th>
<th>SI 62.5/125</th>
<th>SI 100/140</th>
</tr>
</thead>
<tbody>
<tr>
<td>Core diameter (µm)</td>
<td>50</td>
<td>62.5</td>
<td>100</td>
</tr>
<tr>
<td>Cladding diameter (µm)</td>
<td>125</td>
<td>125</td>
<td>140</td>
</tr>
<tr>
<td>Fiber length (m)</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>Operating wavelength</td>
<td>850</td>
<td>850</td>
<td>850</td>
</tr>
<tr>
<td>Relative index Δ</td>
<td>1%</td>
<td>2%</td>
<td>1,5%</td>
</tr>
<tr>
<td>Attenuation (dB/km)</td>
<td>2,4</td>
<td>2,9</td>
<td>6</td>
</tr>
<tr>
<td>Core index</td>
<td>1,481</td>
<td>1,496</td>
<td>1,497</td>
</tr>
<tr>
<td>Numerical aperture ON</td>
<td>0.21</td>
<td>0.3</td>
<td>0.26</td>
</tr>
<tr>
<td>Total mode groups number</td>
<td>27</td>
<td>49</td>
<td>68</td>
</tr>
</tbody>
</table>
3.2 The coupler

The choice of the coupler is based on the following criteria:
- Ensure that the modal distributions at the coupler outputs are symmetrical;
- Respect the phase reciprocity;
- Fiber coupler type (X or Y).

We notice that the problem of the phase reciprocity is solved by using a configuration with two couplers. In addition, the use of 3 dB Y couplers compared to X coupler allows improving the light power at MFOG output by a factor of 3 and therefore the device sensitivity will be improved.

In FOGs, the light source is connected directly to the input port of the first coupler. For that reason, it is interesting to choose a coupler with a large numerical aperture. Such coupler ensures high power coupling between the source and the MFOG fiber coil. Thus, the low cost fused multimode fiber coupler largely used in optical communication is more useful for the MFOG.

Compared to the first coupler, the second one must be symmetrical, i.e. it affects equally the modal distribution between the various outputs ports. The micro-optic fiber couplers based on the use of a beam-splitter plate are more adapted to satisfy this condition.

3.3 The Light source

Primarily, several parameters have to be taken into account for the choice of a light source for a MFOG which are the emission wavelength $\lambda$, the spectral bandwidth $\Delta\lambda$ and the light power of the source. The Sagnac phase shift is inversely proportional to the wavelength $\lambda$ which means that the MFOG will be very sensitive in low wavelength. Therefore, a low wavelength appears as a result of an obvious choice. Moreover, the commonly used optical windows in optical fiber communications are 1550 nm, 1310 nm and 850 nm. Knowing that near IR wavelength supports maximum scale factor, and therefore maximum resolution, the wavelength $\lambda=850$ nm appears as the optimal choice.

In the modeling part, we have seen that intermodal interferences are the origin of errors and can be eliminated by using low coherent light source. Consequently, the MFOG performances can be improved. Also, due to back-reflection and backscattering error sources, the appropriate MFOG light source shall have limited coherence. The coherence length of the source $L_c$ necessary for the elimination of the intermodal interference must be less than the coherence length in the multimode fiber $L_f (L_c<L_f)$. This last is the smallest path difference between modes of the fiber which is given by:

$$L_f = L\Delta \frac{\alpha - 2}{\alpha + 2} \frac{1}{2a} \left[ 2^{\frac{2a}{a+2}} - 1 \right]$$

(9)

where $\Delta = \frac{NA^2}{2n_i^2}$ is the relative refraction index and $n_i$ is fiber core refractive index.
In the case of step index fiber \((\alpha=\infty)\) the coherence length in the fiber becomes:

\[
L_f = \frac{3L\Delta}{M^2}
\]

By using the expression for the coherence length of the source \(L_s = \lambda^2/\Delta\lambda\) we can calculate the minimum required bandwidth \(\Delta\lambda_{\text{min}}\) necessary to eliminate the intermodal interference as follow:

\[
\Delta\lambda_{\text{min}} = \frac{2n^2\lambda^2}{3LNa^2}M^2
\]

We notice that the minimal bandwidth \(\Delta\lambda_{\text{min}}\) of the light source is closely related to the optical and geometrical parameters of the fiber and is a function of the total mode groups number \(M\). The table 2 shows some calculated values of required bandwidth for different type of fiber which are relatively equal.

As a result, light emitting diodes (LEDs) are more useful for MFOG instead of the laser diodes. The LEDs have generally a 10 nm to 100 nm bandwidth which can largely meet the condition \(\Delta\lambda > \Delta\lambda_{\text{min}}\). In addition, such sources are available in the market at relatively low costs. Compared to the prior art, the use of pigtailed LED allows to avoid the problems related to coupling of light and alignment of the fiber and consequently can enhance the performances of the MFOG. In addition, the use of fused fiber splicer for connection between fibers can maximize also the coupling light in the input fiber.

<table>
<thead>
<tr>
<th>Fiber type</th>
<th>SI 50/125</th>
<th>SI 62,5/125</th>
<th>SI 100/140</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta\lambda_{\text{min}}) (nm)</td>
<td>0,017</td>
<td>0,028</td>
<td>0,073</td>
</tr>
</tbody>
</table>

### 3.4 The Photodetector

The photodetector has an important role for the design of high sensitive MFOGs, especially for the detection of low rotation rates. The photodetection of the optical rotation induced signal is limited by the photonic noise generated by the photodetector. The amount of noise depends on the returned optical power to the photodetector. The related phase noise at the quantum limit [18] can be written as follow:

\[
\phi_n = \sqrt{\frac{2hcB}{\eta\lambda P_{dc}C(M)}}
\]

where \(\eta\) and \(B\) are the efficiency and bandwidth of the photodetector respectively, \(h\) is the Planck’s constant and \(P_{dc}\) is the incident continuous power on the photodetector. The rotation equivalent noise in this case can be expressed as follows:

\[
\frac{\text{NE\Omega}}{\sqrt{B}} = \frac{1}{4\pi RL} \sqrt{\frac{2h\lambda c^3}{\eta P_{dc}C(M)}}
\]

As we shown above, the MFOG has a low contrast which means that the continuous optical component is much higher than the interference optical component. Indeed, the presence of this high level continuous component at the photodetector generates more shot noise and therefore degrades the signal to noise ratio. To limit this degradation, the quantum efficiency \(\eta\) should be as close to 1 as possible.

The silicon PIN photodiodes are more adapted for this purpose because of their high quantum efficiency (\(\eta=0.8\)). In addition, the use of pigtailed PIN photodiode offers some advantages such as low loss, high photomixing, ensure that the modes are orthogonal and avoids the problems related to the fibers alignments.
Varieties of electric circuits are used in photodiodes. For high performances MFOG, attention shall be given to the photodiode circuit design. In fact, a photodiode can be operated in photovoltaic or in photoconductive (biased) mode. In the photovoltaic mode no bias voltage is applied. In this case, the only noise source is the thermal noise. Normally, photodetectors operating in this mode have extremely low noise [19]. On the other hand, photodetector operating in a biased mode the noise will be larger since the bias voltage generates a leakage current (dark current which result in shot noise).

The use of differential transimpedance amplifier configuration for photodiode in MFOG is advantageous and it can improve sensitivity. The benefit of this configuration is the common-mode rejection of coupled noise. By feeding the output of the current to voltage conversion into a differential amplifier stage, noise will show up as a common mode signal on both inputs and have a canceling effect at the circuit output.

4. CONCLUSION

This study constitutes a theoretical approach for the design of an optimized MFOG through an adequate choice of its components. The obtained results show that performances can be improved by using the SI 50/12 standard multimode fiber, a symmetrical coupler, a LED light source emitting at 850 nm and a silicon PIN photodiode with pigtail. To avoid connection loss, these optical components must be manufactured with the same fiber. In addition, this optimized choice of the components offers a low cost option for MFOG manufacturing in the future with relatively high performances. Such a rotation sensor should find useful applications in land navigation, robotics and for oil drillings, where their temperature insensitivity is particularly advantageous.
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ABSTRACT
The increasing trend to use vision sensors in transportation is driven both by legislation and consumer demands for higher safety and better driving experiences. Awareness of what surrounds an automotive vehicle can directly affect the safe driving and maneuvering of that vehicle. Consequently, panoramic 360° field-of-view (FoV) imaging is becoming an industry prerequisite. However, to obtain a complete view of the area around a vehicle, several sensor systems are necessary. This paper explains how panomorph optics can satisfy the needs of various vision applications with only one sensor or panomorph lens configuration.

A panomorph lens is a hemispheric wide-angle anamorphic lens with enhanced resolution in a predefined zone of interest. Because panomorph lenses feature an optimal pixel-per-degree relationship, the resulting vision systems provide ideal area coverage, which in turn reduces and maximizes the processing. Here we present how panomorph technology is one of the most promising ways to integrate many automotive vision applications (processing/viewing) onto one single camera module. For example: a single panomorph sensor on the front of a vehicle could provide all the information necessary for assistance in crash avoidance, lane tracking, early warning alerts, parking aids, road sign and pedestrian detection, as well as various video monitoring views for difficult areas such as blind spots.

Keywords: wide-angle lens, panoramic, panomorph, immersive, hemispheric, anamorphic, 360° vision systems, vision sensors, automotive vehicles, field of view, transportation, driver assistance systems, lane tracking, blind spot, pedestrian detection, road sign detection, parking assistance

1 INTRODUCTION
The increasing trend to use vision sensors in transportation is driven both by legislation and consumer demands for higher safety and better driving experiences. Awareness of what surrounds an automotive vehicle can directly affect the safe driving and maneuvering of that vehicle. Indeed, video and vision processing have become the fastest growing technologies deployed in automotive manufacturing. Increased integration of electronic components and the declining prices of electronics in general are the primary enablers of this trend. Lane keeping, driver monitoring, night vision and parking assistance are just a few of the applications “driving” the need for improved vehicle imaging systems. Many of the new applications using video imagers are for advanced safety systems, used to assist the driver in vehicle management or to autonomously control occupant safety systems.

With such a wide variety of system objectives and requirements, it is important that we examine how an enhanced vision system, equipped with an enhanced resolution wide-angle lens, can solve current vehicle vision application challenges while allowing integration with less sensor requirements.

There are two major objectives of this paper:
• The first is to present various needs related to computer vision-based applications (analytics) and viewing applications.
• The second is to present the novel panomorph technology concept patented by ImmerVision, explain how it compares to fisheye vision sensor systems, and show how it can be used to integrate many applications with only one vision sensor (case study).
2 VARIOUS AUTOMOTIVE APPLICATIONS: VARIOUS NEEDS

In recent years, considerable efforts have been made to develop driver support systems which enhance safety by reducing accidents. As an example:

- Lane detection vision systems can determine the lateral position of a vehicle and warn the driver in the event of an imminent lane departure. They can also help prevent collisions with other vehicles or fixed objects, or from literally driving off the road.
- Front-view detection is useful in preventing accidents by detecting objects such as vehicles, pedestrians and cyclists, and by piloting the cruise control using road-sign detection and forward vehicle tracking.
- Monitoring the vehicle’s blind spots is useful before the driver changes lanes.

Table 1 and Figure 1 show a non-exhaustive list of information/applications that can be provided or required in respect to view zones.

Table 1: Developing the market for advanced sensor ability and safety

<table>
<thead>
<tr>
<th>View area</th>
<th>Information provided / Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rear view</td>
<td>Back-up aids&lt;br&gt;Parking aids&lt;br&gt;Blind spots&lt;br&gt;Lane change assistance&lt;br&gt;Hooking up trailer&lt;br&gt;Lane departure warning</td>
</tr>
<tr>
<td>Forward view</td>
<td>Adaptive cruise control&lt;br&gt;Lane departure warning&lt;br&gt;Collision warning (cars and pedestrians)&lt;br&gt;Blind spots&lt;br&gt;Parking aids&lt;br&gt;Road sign detection (speed limits, etc.)&lt;br&gt;Pedestrian detection</td>
</tr>
</tbody>
</table>
Each application has different needs in terms of sensor position, orientation, resolution and coverage. Usually, to complete each functionality listed below, many sensors are required. In this paper, the authors explain how to realize the same applications with fewer cameras and less sensors, using panomorph technology.

### 2.1 Computer vision-based applications

#### 2.1.1 Lane departure and lane curvature recognition

The lane departure warning system (LDWS) is designed to warn a driver when the vehicle begins to move out of its lane (unless the appropriate turn signal is activated) on freeways and arterial roads. The LDWS needs lane curvature information and the vehicle’s position on the road as input. This starts with lane detection via a camera lens. The objective is to detect and track the line separating the lanes on the road to evaluate the trajectory of the vehicle and the road curvature.

Depending on the approach, the algorithm can use a front or rear camera. Regarding the field-of-view of these cameras, Takahashi\(^2\) explains that a wide-angle lens has two main advantages over a narrow-angle lens: One, it is easier to detect lane marks because the camera can see the lane mark just under the vehicle; and two, there are many recognition clues due to the fact that the camera can search widely in a lateral direction.

Regarding the image resolution requirement, Takahashi\(^2\) further notes that this type of application needs enough resolution to detect the gap between two lines -- for example the lines down the middle of a highway. He then demonstrates that the projective view of a wide-angle camera can accelerate image processing on a vehicle-embedded system (by using less processing power). After vehicle trajectory and road curvature detection information is collected, it can be sent to the driver, to the adaptive cruise control system (ACCS), or to the vehicle stability control system, which maintains lane position by applying gentle brake pressure.

#### 2.1.2 Collision warning using vehicle detection

Collision warning applications regroup different functionalities such as “stop and go” ACCS -- forward collision warnings and intersection collision warnings using vehicle-detection algorithms. The goal is to detect an imminent collision and to warn the driver, the ACCS or the auto brake system. This type of algorithm uses pictures from a camera to detect, classify and localize a potential obstacle.

For an intersection collision warning (a situation during which obstacles can come from any direction around the vehicle), a wide-angle sensor is required. After the detection step, the picture of the potential obstacle is then extracted from the wide-angle picture. According to Zhang\(^3\), the obstacle classification requires a 40*40 pixel image of an obstacle from which the detection system can provide a minimum of 10*10 pixel images. Zhang then reformats the images as a 40*40 picture. One can deduce that the required resolution for the classification algorithm is 40*40 pixels, even if the...
classification algorithm works with a 10*10 image. After classification, the system can evaluate the position and speed of the potential obstacle and use other radar/lidar sensor information to obtain distance information (sensor fusion). This information can then be sent to the ACCS or for viewing on an on-board driver information display.

2.1.3 Road sign detection and recognition

In the future, being able to recognize traffic signs will be increasingly important for vehicle safety systems. Such systems could assist drivers with signs they failed to notice en route. Specifically, speed-limit sign recognition could inform drivers about the current speed limit, and alert the driver if the vehicle is being driven faster than the posted speed limit.

In futuristic scenarios, autonomous vehicles would have to be controlled by automatic road-sign recognition. As there is a preponderance of traffic signs for speed limits, directions, warnings, upcoming traffic lights, etc., this will become an essential feature. Road-sign detection and recognition systems can inform the driver or the ACCS about current speed limit restrictions, dangers or potential interdictions. In addition, the localization of road signs changes, depending on type of sign, regional driving laws, and whether the signs are permanent or temporary. For example: a road sign can be mounted on poles situated on street corners, hung from horizontal poles or be on wires strung over the roadway, before, at or after the actual intersection. The many variations around the road sign’s possible location require a large field-of-view (FoV) camera sensor for effective detection.

After detection, the target road sign image is extracted from the wide-angle picture. The resolution in pixels of the sign depends on the distance from the sensor (camera). Alex's explains that a road-sign detection and recognition system needs at least a 12 pixels-wide road sign for detection. Indeed, the system is able to detect 85% of objects which are 12 pixels wide or more, and 95% of objects 24 pixels wide or more at a low false alarm rate. After successful detection, the information can then be sent to the ACCS or for viewing on an on-board driver information display.

The computer vision applications listed above offer active assistance to the driver. All of them are interconnected to ensure that the best decision is made possible. As described, they have several different requirements in terms of sensor field-of-view, resolution and image rectification, and projection. In this paper, the authors will explain how one single wide-angle sensor can be used to meet each application’s needs.

2.2 Driver viewing applications: A new way to avoid blind zones

A vehicle’s blind zones are the areas surrounding the vehicle where the driver can not see what, if anything, resides in that defined space (the blind zone). The size of the blind zone depends on the vehicle design (driver position, windows and mirror positions).

![Figure 2: Blind zones for a standard left-hand side driver’s car](https://www.spiedigitallibrary.org/conference-proceedings-of-spie)
For many years now, flat mirrors have helped drivers reduce blind zones. In the 80s, custom shape mirrors and wide angle Fresnel lenses further improved blind zone coverage. More recently, cameras and on-board displays appeared, providing another point of view for the driver. The most famous application to date is the rearview camera, which assists drivers with challenging parking. The on-board display shows the video produced by the rear camera, and effectively helps the driver overcome the rear blind zone.

Blind zone reduction is necessary for reducing injuries, especially in the case of vulnerable objects/items/elements (pedestrians, bicycles). Hughes5 explains that some legislation has been proposed by several governments (Europe, Japan and USA) that requires the diminution of blind zones using a mirror or camera device. To drastically reduce the blind zones without increasing the number of sensors and mirrors, wide-angle lenses must be considered as a serious option.

Several manufacturers, including Honda, Mitsubishi and Fujitsu, provide on-board systems which use multi-camera systems (four or five cameras) located all around the vehicle (see reference on companies’ web sites). These systems provide different types of viewing, depending on the driver’s needs, and successfully eliminate most of the blind zones.
In the next section, the authors will explain how the panomorph lens may provide the ideal solution to the modern driver’s viewing requirements. We will also explain how to use the panomorph lens’ key features to avoid blind zones, and we will demonstrate how just one panomorph sensor can provide a variety of different views.

3 THE CONCEPT OF PANOMORPH TECHNOLOGY

Many lenses with a camera sensor (CMOS or CCD) are naturally suited to provide surround-monitoring of vehicles. However, due to the camera’s large field-of-view (FoV), any virtual view generated electronically and pointed in a specific direction suffers from low resolution. Consequently, to get a high-resolution surround image, a high-resolution sensor is required, which leads back to the issue of cost.

Panomorph lenses, on the other hand, can control distortion. This alone is considered a major enhancement in panoramic vision. By using a distortion-control approach and anamorphic image mapping, both patented by ImmerVision, panomorph lenses provide a unique full hemispheric field coverage. In contrast to other types of panoramic imagers that suffer from blind zones (catadioptric cameras), low-image numerical aperture and high distortion -- the panomorph lens uses distortion as a design parameter, to provide a higher-resolution coverage where needed.

Panomorph lenses also feature an anamorphic image mapping of the full hemispheric field, resulting in an ellipse-image footprint rather than the circle or annular footprint that other types of panoramic imagers produce. This feature provides an immediate 30% gain in pixels on the sensor (the ellipse footprint matches the ratio of a CCD or CMOS imager). This combination of distortion control and anamorphic design provides an important gain in resolution pixel/degree in the zones of interest, and an advantage over all other types of panoramic imagers. Finally, the main benefit of panomorph optics is its custom-design approach, meaning that the panoramic lens and the image projection software can be customized to meet real and very specific needs in visible or infra-red applications.

Figure 6a and 6b: Images taken with a fisheye lens (6a, left) and with a panomorph lens (6b, right). Green boxes represent equivalent areas.
Figure 6 shows the front-view image from a car in a parking lot, produced by a fisheye lens (6a) with equidistance projection (perfect linear [f-theta] mapping) and the same image produced by a panomorph lens (6b). The green boxes show the relative dimension of an object in the field. The elliptical footprint on the right produces an anamorphic correction, and the panomorph lens provides increased resolution along the long axis of the sensor.

Figure 7 shows the same image taken by a panomorph lens with increased resolution in the center and along the border. Figure 8 shows the resolution ratio of the lens (pixels ratio/degrees). The resolution along the border is three times higher than in the center. Where the resolution is higher, the camera is able to see for a longer distance. The viewing algorithms embed the proper resolution curve/algorithms to correct the distortion (please refer to section 4.4). This custom image mapping is the resolution distribution required for a typical application. As another reference, we refer readers to a published case study\(^8\) for a panoramic imaging security scenario.

4 A CASE STUDY: FOUR APPLICATIONS – ONE LENS DESIGN

Consider the simplified situation of a camera flush-mounted on the front of a vehicle. The goal of this section is to determine the appropriate parameters of the panomorph lens and the projection (un-warping) algorithms which correspond to the application requirements.

Lens and algorithm parameters to be determined:
- Field-of-view (FoV) of the application
- Lens distortion, anamorphosis ratio and resolution
- Lens mathematical model and calibration
- Software projection type, treatment and performance

Applications requirements:
- Lane departure and lane curvature recognition:
  - Large FoV: Larger than 180° to increase the robustness of line tracking
  - Projection algorithms to rectify the image and provide a straight line for recognition
- Collision warning using vehicle detection:
  - Large FoV to detect oncoming vehicles from all sides of a road intersection
  - 2-meter vehicle width must cover 10 to 40 pixels wide
• Road sign detection and recognition:
  o Large FoV to detect road signs at different locations
  o 0.5-meter sign width must cover 12 to 24 pixels wide
• Blind zone avoidance:
  o Large FoV: Larger than 180° to avoid blind zones
  o Projection algorithms to rectify the image and provide a user-friendly view to the driver

4.1 Field-of-view (FoV) of the application
Each application listed above needs a large field-of-view (FoV), so a wide-angle lens is required. Depending on the tolerances in the lens position, a FoV of up to 190° is required to guarantee a full hemispheric FoV. There are different types of wide-angle lenses, as the author has explained in a previous paper. Mirror imager and PAL are not studied due to inappropriate fit-form-function factors (i.e. the blind zone in the middle of the FoV). In this case study, the authors will consider only fisheye and panomorph lenses, and will demonstrate the benefits of the panomorph lens utilization.

4.2 Lens distortion, anamorphosis and resolution
Fisheye lenses have a radial distortion across the hemispherical field-of-view (FoV). The radial distortion of the fisheye lens depends on the design itself, and introduces some variation in the resolution (pixels/degrees) over the entire FoV. This variation can be quantified as a departure from the ideal theoretical fisheye lens, which has a theoretical linear (f-theta) mapping. According to Kumler and Bauer, different types of fisheye lenses have different performances regarding the departure of perfect linear (f-theta) mapping, which can go up to 16%, especially along the border (20 last degrees). The panomorph lens uses distortion as a design parameter, in order to provide high-resolution coverage in a specific zone of interest. For this academic exercise, we will consider the “theoretically perfect” fisheye lens with 190° FoV and 0% departure (linear resolution), and a panomorph lens with 190° FoV and an adapted resolution (distortion).

Fisheye lenses produce a circular footprint on the sensor. Fisheye lenses don’t have any anamorphosis. Panomorph lenses produce an elliptical footprint on the sensor. The anamorphic design of the panomorph lens provides a customizable coverage of the sensor. Depending on the mechanical and assembly tolerances, the panomorph lens is designed to ensure that the footprint fits into the sensor, using small border merges. For this academic exercise, we will choose a 4/3 sensor and the border merges will be negligible.
A panomorph lens can be used with any sensor format (VGA, XGA, SXGA etc.) as long as the lens performance matches the Nyquist frequency of the sensor. For this academic exercise, we chose a 1.2 mega pixel sensor (1280 x 960 pixels) called a target sensor.

A collision warning application needs to have at least 10 pixels to define a two-meter wide object (vehicle). As defined by Thibault, a fisheye lens is 5.04 pixels/degree on the targeted sensor (1280*960) over the entire FoV.

\[ \alpha = \frac{\text{Size}_p}{\text{Res}_{p/\circ}} \]

Where \( \text{Size}_p \) is the object size on the sensor in pixels, and \( \text{Res}_{p/\circ} \) is the resolution of the system lens-sensor in pixels/degree: A 10-pixel object represents a \( \alpha=1.98^\circ \) FoV and a 40-pixel object represents a \( \alpha=7.9 \) FoV.

\[ d = \frac{\text{Size}_m}{\text{Tan}(\alpha)} \]

Where \( \text{Size}_m \) is the object size in meters: A 10-pixel object is \( d=57.8 \) meters from the car. This means that a two-meter wide object will illuminate 10 pixels or more when the objects are within 57.8 meters.
With a panomorph lens, we can customize the distortion mapping to provide better resolution where required. Based on Figure 9 (used only for indicative purposes), we define three zones of interest in the horizontal plane. The first area of interest in which we would like to increase resolution is the forward view. The second and third areas are to the right of the left-corner views (see Figure 7 for suggested distortion curve).

For a collision warning application, there is a need to see farther on both sides when crossing an intersection. One needs also to see farther right in the middle, to detect a vehicle in the same lane. Figure 9 shows the resulting areas of interest over the entire FoV. As defined by Thibault, the resolution of this type of lens is 8.42 pixels/degree on the targeted sensor within the zone of interest. Using formulas (1) and (2), a 10-pixel object would be 97 meters from the car, a 70% increase compared to a theoretical fisheye lens within the same area of interest.

The safe distance between two vehicles is based on the driver’s reaction time; some governments have determined that this reaction time is at least the distance travelled during two seconds. We can deduce the following formula:

\[ d_{\text{s meter}} = 0.56 \times V_{\text{km/h}} \]

<table>
<thead>
<tr>
<th>Speed</th>
<th>50 km/h</th>
<th>70 km/h</th>
<th>90 km/h</th>
<th>110 km/h</th>
<th>130 km/h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safe distance</td>
<td>28 m</td>
<td>39 m</td>
<td>50 m</td>
<td>62 m</td>
<td>73 m</td>
</tr>
</tbody>
</table>

Considering this, the panomorph lens is a serous option, because it can provide enough resolution for a collision warning application during different traffic conditions (city driving to highway driving).

Road sign detection and recognition applications need to have at least 12 pixels to define road signs of widths from one (1) meter up to 1.5 meters.

With a fisheye lens, using formulas (1) and (2):
- For a one-meter wide road sign, a 12-pixel object is 24 meters from the car and a 24-pixel object is 12 meters from the car.
- For a 1.5-meter wide road sign, a 12-pixel object is 36 meters from the car and a 24-pixel object is 18 meters from the car.
With a panomorph lens, using formulas (1) and (2):

- For a one-meter wide road sign, a 12-pixel object is 40 meters from the car and a 24-pixel object is 21 meters from the car.
- For a 1.5-meter wide road sign, a 12-pixel object is 60 meters from the car and a 24-pixel object is 30 meters from the car.

Again, because of the specific panomorph resolution pattern suggested in this case study, panomorph optics will increase the distance in its areas of interest (++) areas on Figure 9) by a factor of 70% compared to a theoretical fisheye lens.

**For a lane departure warning system**, the painted lines are right in the zone of interest of the suggested panomorph lens as in Figure 9. This distortion pattern improves the resolution of the road line in front of the car to provide the best image quality for detection. Also, a specific viewing function will be suggested in order to simplify processing (see section 4.4).

**For side views (blind spot monitoring)**, a higher resolution image will significantly enhance the viewing of far-away objects and vehicles on the periphery of the optical area.

### 4.3 Lens mathematical model and calibration

The panomorph geometrical model (PGM) and lens calibration is required when the targeted application needs a projection algorithm to compute a special view. This will be explored in more detail in the next section.

Lens calibration might be required when:

- localization or measurement of targets on the panomorph image have to be determined;
- different sensors need to be stitched/integrated into one logical image;
- other types of sensors (radar, ultrasounds, etc) must be fused into a panomorph video feed;
- 3D reconstruction and/or camera localization (X,Y,Z spatial coordinates) is needed when using multi-camera imaging;
- 3D reconstruction and object measurement is needed when using only one camera combined with car displacement data.

Ramalingam explains in his thesis how to calibrate and reconstruct a 3D scene using a unified camera calibration model. This model encloses different camera types as pinhole cameras and omni-directional cameras, up to non-parametric mapping cameras. The panomorph lens calibration model can be customized to the unified model, relying on its pixel projection mapping. For example, the lens suggested in this case study cumulates polynomial radial distortions with an anamorphic ratio. This theory is described further by the authors in a previous paper.

All algorithms using a camera calibration function easily with the panomorph lens calibration model -- such as image stitching or fusion, motion estimation, camera position estimation or 3D reconstruction. Figure 13 is an example where this type of calibration is required. Indeed, to stitch four panomorph camera images and provide a fused view, we need to know the position of each panomorph camera in the real world. As a camera can move from its initial position, a dynamic calibration is required, using intrinsic and extrinsic camera parameters. When a panomorph lens design provides the theoretical intrinsic parameters, a self-calibration algorithm fine-tunes the intrinsic parameters and computes the extrinsic parameters using interest-point matching. Again, for this type of application the panomorph lens can improve the results by increasing the resolution along the border, where interest-point geometry is known (for example: a car’s geometry).

### 4.4 Software projection types, manipulations and performances

For collision warning and road sign detection and recognition, the size of the object is not big enough to be influenced by the distortion of the lens. A projection algorithm is not necessary. For lane departure and lane curvature recognition, however, the projection algorithm is important in reducing the CPU load. Indeed, using a PGM model of the lens, we can
create a projection table (LUT) that transforms the panomorph picture into a picture dedicated to lane departure and lane curvature recognition algorithms.

![Figure 10: Lane departure custom projection rendering](image)

The goal of this projection is to provide a straight line to simplify the line recognition algorithm and reduce the car-embedded computation. The pixels used to create the projected view are highlighted on the panomorph view.

For blind zone coverage there are many types of viewing possible with a panomorph lens (for example, to avoid a blind zone at a garage entrance created by vehicles parked on the street side).

![Figure 11: Panomorph coverage of a blind zone created by a parked vehicle](image)

Using the PGM, different software projection types can be created, depending on OEM requirements. The two following figures show ways to display a view of the intersection to the driver while avoiding the blind zone created by a parked vehicle. This type of projection is simply a pixel displacement that has been computed during the calibration phase on a production chain. This can be hard coded in a lookup table in the camera module. No special CPU horse power is required.
Figures 12 and 13 show ways to avoid a blind zone. The driver can see everything in the blind zone using his/her onboard display. The panomorph lens design suggested in this paper increases the resolution of objects along the border and right in the middle. Where the resolution is higher, the camera is able to see for a longer distance. The panomorph distortion is optimized for this type of application. The driver is able to see far down each side of the street.

Figure 12: Two views rendering either side of the intersection

In Figures 12 and 13, the topmost image is the panomorph picture with certain areas highlighted. The lower ones show the projections as processed from the pixels in these areas.

There are no limitations in terms of projection ability, although the scope for real applications requires imagination and, ultimately, driver understanding. For example, one could mount four (4) panomorph lenses all around the vehicle to provide a complete view for parking assistance (Figure 13) with the added benefits of panomorph technology’s augmented resolution.

Figure 13: 190° strip integrating full intersection
5. CONCLUSION AND OPPORTUNITIES

This paper presents a variety of viewing needs related to specific automotive applications, now and into the future. Computer vision-based applications (analytics) will require various resolution factors (pixel per degree) in various areas of a vehicle’s field-of-view (FoV), depending on the position of the objects to be analyzed, as well as distance and size. Viewing application requirements, on the other hand, will focus on the clarity and quality of the images to be displayed to the driver. We also saw that the objects to be detected, analyzed and viewed can literally be everywhere around the vehicle. We demonstrated that a novel panomorph technology (optics and software) performs significantly better than other traditional panoramic vision systems in fulfilling various needs relating to automotive applications. In conclusion, the novel pixel-optimization characteristic of panomorph optics allows the integration of many applications with the use of fewer vision sensors.

Finally, we demonstrated in the case study that, because of the specific panomorph resolution pattern suggested in this case, panomorph optics can increase the distance by a factor of 70% compared to a fisheye lens. It can also reduce computation time, while at the same time achieving high recognition performance. All of these benefits will bring a total cost reduction to the automotive industry for the various systems that require vision sensing.
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ABSTRACT

Liquid hydrogen and oxygen are widely used as fuels in space vehicles. Because both are highly dangerous materials prone to explosion, detection of the liquid level in fuel tank becomes a critical element for the safety and efficiency in space operations. Two liquid level sensing techniques are presented in this paper. The first technique is based on optical fiber long period gratings. In this technique, the full length of a specially fabricated fiber is the body of the probe becomes the length of the sensing fiber that is submerged in the liquid can be detected by the interrogation system. The second system uses optical fibers to guide light to and from an array of point probes. These probes are specially fabricated, miniature optical components which reflects a substantial amount of light back into the lead fiber when the probe is gas but almost no light when it is in liquid. A detailed theoretical study by computer simulation was carried out on these two techniques in order to determine which technique was more suitable for experimental investigation. The study revealed that although the first technique may provide more potential benefits in terms of weight and easy installation; a number of technical challenges make it not suitable for a short term solution. The second, probe array based technique, on the other hand, is more mature technically. The rest of the research program was therefore focused on the experimental investigation of the probe array detection technique and the test results are presented in this paper.
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1. INTRODUCTION

Since 1960s, a number of liquid-vapor (L-V) interface sensing devices have been studied which use differences in resistance, capacitance, acoustic impedance and viscous damping. Among them, capacitance based sensor system has been successfully commercialized for aerospace application. However high cost, slow response, heavy weight and potential liquid fuel in tanks.

In comparison, an optical fiber based liquid level detection system potentially has some distinct advantages [1-2].

1. An optical fiber based systems are electronically passive and inherently spark free. When being applied in the explosive environments such as liquid hydrogen or oxygen, the feature enhances the safety, reduces maintenance load and increases operation efficiency.
2. Optical fibers are four times lighter per unit volume and six times stronger than copper wires while each electronic point sensor requires two copper wires to read, a miniature fiber optic probe can be accessed via a single fiber.
3. An optical fiber sensor system neither produces nor is prone to electromagnetic interference (EMI), no shielding or insulation is therefore necessary.
4. Since the existing sensor system is electronics based, it has inherent risk of spark. To reduce this danger, the entire system has to be well insulated and constantly checked to ensure safety, which not only makes the system more complex and heavy, but also significantly increases the maintenance cost and reduces operation efficiency.
5. The optical fiber based probe is much smaller than capacitance based ones, its response can potentially be much faster and more consistent among different probes.
6. Due to the fast advancing telecommunication industry, the cost of optical system components has become very competitive.
7. The combination of the above factors makes the optical fiber based sensor system substantially lighter and cheaper than their electric counterpart. Such weight and cost reduction is crucial to aerospace application.

Previously optical fiber based sensor for liquid level detection in cryogenic environment have been reported. A rectangle prism was used as optical sensor. The amount of light transmitted from the source to the detector depends on whether the liquid is present. The light is launched from an optical fiber and collimated via a gradient-index (GRIN) lens, and refocused through another GRIN lens form the prism into second fiber transmitting to the detector [3].

In our system the optical sensor we produced is based on the similar principle. However, the optical probe only consists of a prism and one fiber with a GRIN lens, instead of using two fibers. It miniaturizes the sensor and may reduce the response time. And also the probes were integrated in a read-out scheme based on an Optical Time Domain Reflectometer (ODTR), which provide possibility for distributed sensing.

The long term objective is to develop state-of-the-art fiber optic cryogenic liquid level detection system to be used for commercial and military launch vehicles, Constellation, Space Station, Ares and industrial hydrogen facilities. Figure 1 show illustrates Delta IV heavy, Ares and Space Station.
Figure 1. Long term objective is to develop fiber optic liquid level sensor for launch vehicle, Ares and Space Station.
2. THE OPERATION PRINCIPLE AND SYSTEM DESIGN

In this section, two detection systems and operating principles of the two detection technologies are described.

2.1 Optical Fiber Long Period Gratings (LPG)

As shown in Figure 2a, an optical fiber LPG is a section of optical fiber which has periodical changes of refractive index inside its core region. The pitch of the index pattern, $\Lambda$, is in the order of several hundred micrometers and the total length of the grating, $L$, is normally in the range of several centimeters. Such a grating is normally fabricated by periodically illuminate strong ultraviolet (UV) light from an UV laser onto the fiber core to generate the pattern of permanent refractive index change. As illustrated in Figure 2b, the effect of a LPG to the light traveling in the fiber core is that it diffracts the light energy that falls within a wavelength band centered at a wavelength, $\lambda_p$, from the fiber core to the cladding. This characteristic LPG wavelength can be expressed as

$$\lambda_p = (n_{cl} - n_{co}) \Lambda$$  

where $n_{co}$ and $n_{cl}$ is the effective refractive index of the fiber core and cladding, respectively. The spectral width of this diffraction band, measured as full width at half maximum (FWHM), can be expressed as

$$\text{FWHM} = 0.8\frac{\lambda_p}{L}$$

These two parameters are the key to the performance of a LPG based liquid level sensor as we will describe later.

2.2 Optical Time Domain Reflectometer (OTDR)

The OTDR is a standard device widely used in telecommunication industry to detection the loss and faulty points along an optical fiber link. As shown in Figure 3, it acts like a one-dimensional radar by sending a very short light pulse ($<1\text{ns}$) down the optical fiber under test and then records the strength of the reflected light along the delay time after the probing pulse. This delay time is actually the time of fly of the light and is therefore directly proportional to the distance long the fiber. For a perfect fiber link, the strength of reflected light (in dB) reduces linearly alone the fiber due to inherent fiber loss. The slope of the curve in power
versus distance chart is proportional to loss. Normally, an optical fiber has an inherent loss of less than 1 dB per kilometer. However, if the light encounters a high loss section, the slope will increase, which can be detected by the OTDR form the increased slope in the curve. Partial reflective points can be detected.

![OTDR and its output curve](image)

**Figure 3. OTDR and its output curve.**

### 2.3 Total Internal Reflection (TIR)

The reflective index, \( n \), of an optical medium indicates its density to light travel. As shown in Figure 4, when light travel from one dense medium (\( n_1 \)) to less dense medium (\( n_2 \) and \( n_1 > n_2 \)), it will change its direction of travel. When the incident angle, \( \alpha \), at the interface is smaller than critical angle, \( \alpha_c = \sin^{-1}(n_2/n_1) \) the light will still enter the less dense medium. However, when \( \alpha > \alpha_c \), the light energy will be completely reflected back to the denser medium. This phenomenon is called total internal reflection (TIR). Furthermore, when a light ray crosses the boundary of two isotropic media of different reflective index, \( n_1 \) and \( n_2 \), if \( n_1 > n_2 \), there is a critical angle \( i_c \), which is determined by:

\[
\sin i_c = n_2/n_1
\]

When incident angle \( i_1 \), the boundary acts as an ideal mirror, all the rays will be reflected to medium 1, or TIR is created.

### 2.4 LPG Based Liquid Level Detection System

As illustrated in Figure 5, the LPG based liquid sensor consists of a bare LPB and a short section of it is coated with a mode stripping overlayer. The light traveling down the fiber is a narrow (from a laser). When the LPB is in gas, the wavelength of the source is spectrally positioned away from the diffraction band of the LPG and, therefore, has a very low transmission loss. The effective refractive index of the fiber cladding, \( n_{cl} \), is dependent upon the refractive indices of both the cladding and the material surrounding it. According to Equation 1, the position of the LPG diffraction band can shifted by the change of surround material. When the LPG is in liquid, which has a higher refractive index than its gas from, the LPG diffraction band is shifted to the spectral position of the light source. The light in the fiber is then diffracted to the cladding by the LPG.
and absorbed by the mode stripping coating. The transmission loss becomes very high. The increase of transmission loss can therefore serve as the indicator of the presence of liquid. The total length of such a LPG sensor is 10 cm.

As shown in Figure 6, a large number of above described liquid sensors can be fabricated along a single length of optical fiber and interrogated using a precision OTDR. The sharp bent in the output curve of the OTDR indicted the point of increased transmission loss, which coincides the gas-liquid interface as described in the above section.

**Figure 4. Critical angle for total internal reflection**

**Figure 5. Operating principles of LPG liquid sensors**

**Figure 6. Interrogation of LPG based liquid sensor**
2.5 TIR Based Liquid Level Detection System

Two optical level sensor designs illustrated in Figure 7 were built. Both of the schemes use a right angle prism as a sensor. One is the prism's shorter face down while the other is hypotenuse face down. Light from the optical fiber is collimated by the GRIN lens (collimator) and propagates parallel to the optical axis. Because of the geometry of the right angle prism, it hits the face of the prism at a precise 45° incident angle. The light will be reflected back from the prism and refocused to the same fiber. From Table 1 it can be seen that, if the sensor is in vapor environment, 45° is larger than \(i\), all the light will be reflected into the fiber. If it is in liquid environment, the critical angle is smaller than the 45° incidence angle and most of light energy will be refracted into liquid. By monitoring the intensity of the reflected light, whether the probe is in vapor or liquid can be detected.

![Collimator](https://www.spiedigitallibrary.org/conference-proceedings-of-spie)

(a) "Shorter face" type  
(b) "Hypotenuse face" type  
(c) Point sensor "hypotenuse face" type

Figure 7 Operating principles of TIR point liquid sensor

The difference between the two types of sensors is the location of the sensing point. In the "shorter-face" type, the light reflects from the surface of the prism's shorter face around the tip of the prism; in the "hypotenuse-face" type, the light reflects in the middle of the hypotenuse surface of the prism. This results in a different sensor performance in various liquid environments, which will be discussed later.

To detect the liquid surface level an array of probes is installed at the different positions inside the fuel tank to monitor the liquid level shown in Figure 8. Optical Time Domain Reflectometer (OTDR) is used for signal processing. OTDR is the primary tool for installing and maintaining fiber optic links. It allows a link to be measured from one end. OTDR launches a very short duration of light pulse from a laser diode source into a fiber. A measurement is made of its backscatter as a function of time. The time values can be easily converted to distance by multiplying the velocity of light in the fiber. Thus, the OTDR displays the relative power of the returned signal versus distance. Light reflected from probes located at different distances from the OTDR device can be separated in the output curve by peaks along the horizontal axis at and related to...
different sensor locations. The height of these peaks corresponds to the intensity of the reflection. This configuration avoids moving the optical sensor up and down to find the level of the liquid surface.

3. EXPERIMENTAL RESULTS

Figure 9 shows a fabricated "shorter face" type sensor. An optical fiber network linking an array of probes was assembled in the lab as shown in Figure 10. Two "shorter face" type probes were integrated with optical fiber couplers. The length of the fiber was controlled so that the corresponding peak of the probes could be separated on the OTDR. The OTDR was used in a model for communication cable maintenance, whose spatial resolution is 10 meters. Thus, additional length of fibers connected to the network is needed to ensure more than 10 meters (actually 20 meters length is used) length difference between the lead fibers to the two probes. The test was performed only using liquid nitrogen, as it is easy to handle. There is no difficulty to extend its use to liquid hydrogen.

Figure 11 shows the curve of the OTDR output when all of the probes were in gas nitrogen (Figure 5a), and when probe 1 was in gas nitrogen and probe 2 in liquid nitrogen (Figure 11b). For the former case the most left peak of three reflection peaks appeared on the screen corresponds to the reflection from the first fiber connector that links the network to the OTDR. The rest two peaks were produced by the two probes. The second peak to the left is produced by probe 1 because its lead fiber is shorter than that of probe 2. When probe 2 was in liquid nitrogen and probe 1 in nitrogen gas, the curve in Figure 11b shows that the peak associated with probe 2 disappeared completely while the peak from probe 1 still remains. The vertical straight line in the curve is only the cursor. The result demonstrate the feasibility of using single OTDR device to interrogate an array of point probes.
Figure 10. Demonstration of probe array interrogated by a single OTDR

Figure 11. Output curves on the OTDR when both probes in air (Figure 11a), and probe 1 in air and probe 2 in liquid Nitrogen (Figure 11b).
In order to measure the response time of the device a test apparatus shown in Figure 12 was setup. The liquid-level sensor probe is mounted on the tip of a stick, which was cycled rapidly up and down driven by shaker. The vibration frequency was controlled by a single generator. The sensor probe travels between liquid and vapor environment. The reflected light is detected by the detector and then recorded by a digital oscilloscope. A Linear Variable Differential Transducer (LVDT) is used to transform the displacement to voltage signal to trace the position of the probe. Due to high cost of liquid Hydrogen experiment, in this preliminary stage we tested the sensor in liquid Nitrogen instead to study sensor performance in cryogenic environment.

![Figure 12. Experimental setup for the measurement of probe response time.](image)

The response time of the probe as the time lag between the time of liquid to vapor transition measured from the LVDT and the time that the corresponding signal change detected by the optical sensor reaches 63% (1/e) of the full scale. It in fact, includes two different response time, namely the liquid to vapor (L-V) and the vapor to liquid (V-L) response time. Two types of sensors were tested in both water and liquid nitrogen. Due to the interaction of the liquid and the probe surface in liquid nitrogen and water environment, two types of probes were installed with orientation up and down to track the sensor response. Table 2 gives the summary of the result.

Figure 13 shows the results of 0.5 Hz cycle testing in water of the "shorter face" type sensor with tip up. The response time can be determined from the enlarged portion in Figure 13b and c. The response time was: V-L,
60 ms. However, the response time becomes -10 ms for V-L and 180 ms for L-V. Figure 14 is the signal output in liquid nitrogen test with prism tip facing down. The V-L response time is 30 ms and LV is 670 ms.

<table>
<thead>
<tr>
<th>Table 2. Response time of the sensor in different cases (unit: ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sensor</strong></td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>&quot;Shorter face&quot; Type Sensor</td>
</tr>
<tr>
<td>&quot;Hypotenuse face&quot; Type Sensor</td>
</tr>
</tbody>
</table>

The question is why the V-L response time is negative. In an ideal case, it is impossible. After the further analysis, we found that the error came from the method we defined the time of liquid to vapor transition measured from the LVDT when the sensor passing through the interface.

![Figure 13 (a). Signal output in water test using shorter face type sensor with tip facing down.](image-url)
When the first time placed the probe into the liquid to read the LVDT output, the probe was dry. Because of water surface tension, the water surface would bend down when the probe tip started to penetrated the water. With the prism kept entering into the water, at a certain moment, the surface tension could not resist the surface expansion. The bending water surface would suddenly bounce back. We took this moment as the time when the sensor was on the interface. Actually, after the experiment began, the probe became wet. In this surface would bounce back earlier, which meant the sensor signal changed before the moment we defined the sensor passing through the V-L interface. However, in current stage, we can just use eyes to catch the "interfacing" moment without apparent reference. It is only a question of the selection of reference point. Considering this, the "-10 ms " response can be treated as responding almost simultaneously.
On the other hand, when "hypotenuse face: sensor enters liquid nitrogen from gas nitrogen, the probe tip touches the liquid nitrogen first, the boiling bubbles make liquid nitrogen splash on the middle part of the hypotenuse surface, where is the sensing point of the "hypotenuse face" probe, then the sensor starts to give the "liquid" signal. However, we defined the time that the sensing point is on the interface as the time the sensor would start to change signal, that explains why the V-L response time of "hypotenuse face" sensor was negative.

Figure 14 (a). Signal output in liquid nitrogen test using shorter face type with tip facing down.

Figure 14 (b). Signal output in liquid nitrogen test using shorter face type sensor with tip facing down.
Figure 14 (c). Signal output in liquid nitrogen test using shorter face type with tip facing down.

4. CONCLUSION

Preliminary experimental work have been carried out to investigate an optical fiber liquid level detection system based on the total internal reflection principle. Prototype point sensing probes with two different designs have been tested. They performance characteristics, especially the response time were measured and compared. Factors affecting the response time of a liquid probe have been investigated. A vapor/liquid signal ratio of -13Db in hydrogen and a sensor response time of 80ms have been achieved. Finally a sensor system comprising multiple multiplexed probes have been successfully demonstrated.

In theory, the response of the optical sensor to the presence of liquid on the probe surface is of no delay. The response time mostly depends on the property of liquid, the interaction between the liquid and sensor surface, and the sensor surface. A solution to the problem is to coat a hydrophobic film on the sensor surface to avoid the residual liquid on the sensor surface.

In conclusion, the experiment results in this paper show the feasibility of using optical fiber sensors for the liquid surface level detection under cryogenic environment.
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Distributed network of integrated 3D sensors for transportation security applications
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ABSTRACT

The US Port Security Agency has strongly emphasized the needs for tighter control at transportation hubs. Distributed arrays of miniature CMOS cameras are providing some solutions today. However, due to the high bandwidth required and the low valued content of such cameras (simple video feed), large computing power and analysis algorithms as well as control software are needed, which makes such an architecture cumbersome, heavy, slow and expensive.

We present a novel technique by integrating cheap and mass replicable stealth 3D sensing micro-devices in a distributed network. These micro-sensors are based on conventional structures illumination via successive fringe patterns on the object to be sensed. The communication bandwidth between each sensor remains very small, but is of very high valued content. Key technologies to integrate such a sensor are digital optics and structured laser illumination.

Keywords: 3d sensors, camera network monitoring, diffractive optics, micro-optics.
1. INTRODUCTION

Today, surveillance camera networks are widely used to provide security in critical areas such as ports, airports, malls, etc… However, in many cases, these cameras remain simple CCTV cameras, although they can be now integrated in very small packages [1]. Such camera networks are perfect candidates when the task on hand is to simply record video footage of several areas, without having to take decisions or action in real time (IP cameras). They are used for passive surveillance and video footage storage. For real time processing the number of required human viewers would get quickly prohibitive.

Fig. 1 shows a typical camera network using conventional camera and video monitor technologies.

Our aim is to build a wireless camera network which task is to acquire 3D shapes and compare them to an on board shapes library. Once the shape is recognized, only then data is sent to the hub, in very small quantity, like “shape type x recognized at node y at time z”, which can be done wirelessly without taking on a large bandwidth. Fig. 2 shows such a smart camera sensor network deployment.

3D sensors based on structured illumination already exist today in industry, and are applied to numerous tasks such as conveyor belt object scanning, human body proportion scanning (for clothing), dental scanning, etc… However, such systems use conventional technologies such as digital projectors and video cameras which make them bulky, large and expensive. Our task is to miniaturize these sensors, as depicted in Fig. 3, in a package less than 1/3 or an inch, in which all the optical elements are pre-aligned onto a single diffractive glass window.

Fig. 1. Conventional CCTV camera networks
2. CONVENTIONAL 3D SENSORS USING STRUCTURED ILLUMINATION

A wide variety of 3d sensors based on structured illumination are available today in industry. Such systems come in various configurations, and use a projector and a camera. Fig.4 shows the projection and acquisition geometry used in most of these systems.
3. FAR FIELD STRUCTURED LIGHT PROJECTORS

In order to simplify the projection system, far field projectors have been developed. These systems are based on laser projection and either scan the field (laser scanners) or project a far field pattern on top the
scene (diffractive projectors). Fig. 5 shows some of these projectors. The diffractive projectors are still being developed in industry, whereas the laser scanner as already a mature technology.

Fig. 6: Far field projection of fringe patterns via laser scanners or diffractive projectors

Diffractive projectors have numerous advantages over traditional projectors, but have also numerous disadvantages. They are listed below:

Advantages of diffractive fringe projectors.
- Far field projection of fringes (no need to objective lens)
- Laser projection (can be visible or IR)

Disadvantages of diffractive fringe projectors.
- Complex to develop an integrated (projects Fourier transform of pattern)
- Requires a microdisplay controller and complex driving electronics
- Low projection angles require additional angle enlarger objective
- Speckle pattern appearing on fringes
- Low resolution due to limited number of pixels and pixel sizes in microdisplay
- Conjugate and higher orders appearing in the field of view
- Larger zero order appearing in middle of field

These far field projection systems do not require auto-focus capabilities and can therefore be used on any subject, close and far at the same time. The capture via a conventional objective lens however needs to have an autofocus capability in order to acquire the scene at the desired depth.

4. REQUIREMENTS FOR INTEGRATED 3D SENSOR NETWORKS

The basic requirements for a passive 3D sensor network based on structures illumination are as follows:

- Cheap and mass replicable optics
- Compact, miniaturized and easy packaging technology
- Low bandwidth required between sensor and hub
- Low power consumption (no complex microdisplay drivers, high efficiency projector, no moving parts)
- Far field projection (always in focus)
- Frame acquisition performed by fixed camera objective (no focusing)
- Stealth mode allowing night operation (IR laser projection)

Our novel system provides solutions to all previous requirements.
5. ARCHITECTURE OF THE INTEGRATED 3D SENSORS

5.1.) Projection side:

Our 3D sensors are based on a static diffraction projection system linked to a static extended depth of view CMOS sensor. Both systems are integrated in the same package. All optics are fabricated on a single substrate (diffractive projectors as well as CMOS camera lens).

Our projector system uses etched diffraction gratings linked to array of lasers (visible or IR). The diffractive elements are calculated by iterative optimization algorithms [2] based on scalar theory of diffraction [3].

Our camera system uses an extended depth of focus objective lens optimized for the projection wavelength.

The CMOS sensor as well as the lasers are integrated onto a PCB board underneath a quartz window. This quartz window bears both the various diffractive elements which project the fringes.

Fig. 7 shows the internal structure of our 3D sensor.

![Internal structure of 3D camera sensor](image_url)

**Fig. 7: Internal structure of our 3D camera sensor**

Unlike in diffractive projectors, we can here produce very accurate fringe projections since we are not limited by neither the number of pixels on the microdisplay nor their size (our sensor can project directly the fringes over the desired angular cone without needing an angle enlarger).

5.2) Camera side:

Fig. 8 shows more compact and cheap CMOS cameras packages as proposed by Tessera inc, by using wafer scale objective lenses fabrication [1].
We propose to use the same type of fabrication technology for our objective lenses, however our lenses will be diffractive (i.e. planar) and will be optimized only for a single wavelength (the wavelength of the lasers used to project the fringe patterns). The lens and the various diffractive elements projecting the successive fringe sets are fabricated on a single window, thus simplifying considerably the integration of the various components in our 3D camera sensor, and therefore enabling the mass production.

Most CMOS sensors are produced with an on-board DSP chip underneath the sensor which compensates for the various aberrations of the imaging lens. In our case, we use this DSP to burn the fringe interpretation software as well as the lens aberration compensation.

The extended depth of focus diffractive objective lens is implemented as a special Fresnel diffractive lens with circular focal length modulations over 360 degrees. Fig. 9 shows both the design layout and a close up photograph of the modulated lens.

The extended depth of focus can be implemented in two different ways, as depicted in Fig.9:
- by radial modulation of the focal length
- by circular modulation of the focal length

The extended depth of focus lens is optimized for a single wavelength (the illumination wavelength). An additional visible/IR filter is added on the outside surface of the window in order to let only the desired IR illumination out and the desired illumination in. This remove any other shape from

Note that such a lens cannot be fabricated as a refractive lens, since the equivalent defractive surface profile would be too complicated to shape.
6. FABRICATION OF THE FIRST GENERATION SENSOR WINDOW

Fig. 10 shows a microphotograph of the first generation sensor window comprising the computer generated holograms as well as the extended depth of focus diffractive CMOS objective lens.

![Image of sensor window](image_url)

*Fig. 10. Microphotograph of the first generation diffractive sensor window*

6. OPERATION PRINCIPLE OF OUR SENSOR

The operational flow chart of our sensor is as follows:

- A sequence of fringes is projected by lighting the lasers one after the other. The sequence here consists of sets of phase shifted sinusoidal fringes followed by sets of binary Gray code fringes.
- The CMOS sensor acquisition is synchronized with the various lasers.
- After processing the successive deformed fringe patterns, the algorithm on the DSP provides an estimate of the 3D object.
- The resulting 3D shape is compared to a series of shapes stored on board of a look up table (LUT).
- If one of the shapes on the LUT is recognized, the sensors sends a simple message to the hub such as: shape # n in LUT detected by sensor # m at time T). Such an info can be easily transferred over IP or even Bluetooth and does not hold up any data bandwidth as a video feed would do.
- Such a 3D shape can therefore be followed by various sensors in the sensor network area and swift action can be decided by the hub receiving this information.

Fig. 11 shows an example of fringe projection over a human body shape with a red diode laser array and acquired by a CMOS camera.
Fig. 11 shows the operation with visible laser on a test shape (human body shape).

The CGHs used to project the sets of fringes in Fig. 11 are located on the sensor window (see Fig.12).

Fig. 12: CGHs used to project the sets of fringes in Fig. 11.

6. SPECKLE REDUCTION STRATEGY

In order to reduce the speckle pattern on the fringes, we use various laser/CGH couples to project a single set of fringes. The CGHs are optimized to produce a same fringe pattern, however bearing a different phase map, therefore creating a different speckle pattern on the fringes. By integrating the various speckle patterns on the camera the fringe pattern can be smoothed out. For example, by using 4 different lasers/CGHs couples, one can produce four sets of orthogonal speckle states on a same fringe pattern and thus reduce dramatically the speckle pattern on the resulting image acquired by eth CMOS sensor over the four projections.

Fig. 13 shows the speckle dance on a single fringe by using three different initial phases in the CGH design process.
As arrays of IR laser are becoming cheap, thanks to the 10Gb Ethernet optical lines utilizing up to 4x12 arrays of 850nm VCSEL lasers, one can integrate such a scheme without developing any custom laser system.

Fig. 13: Speckle dance from different CGHs projecting the same fringe pattern.

CONCLUSION

We have demonstrated the architecture and operation of an integrated 3D sensor based on diffractive optics. The sensor is static without any moving parts. All the optics are implemented as diffractive optics for a specific and unique wavelength and fabricated on a single quartz window placed over an array of lasers and a CMOS sensor.

We have proposed to apply this sensor to a network in order to detect and follow specific 3D shapes in a confined environment such as an airport, a port or a mall.
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Fiber Optic Oxygen sensor using Fluorescence Quenching for aircraft inerting fuel tank applications

Allen Panahi*
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ABSTRACT

On July 18, 2008, the FAA mandated that new aircraft are to include inerting technology to significantly reduce the potential for flammable vapor spaces in center wing fuel tanks. All passenger aircraft constructed since 1991 must also be retrofitted with this technology. This ruling is the result of 18 aircraft that have experienced fuel tank flammable vapor ignition incidents since 1960. Included in these are the TWA 800 and Avianca Flight 203 incidents that resulted in 337 total fatalities. Comprised of heavier hydrocarbon components, jet fuel is much less volatile, with Jet A having a flash point of approximately 100°F and JP-4 having a flash point of approximately 0°F. In contrast, straight-run gasoline has a flash point of approximately -40°F. The flash point is the minimum temperature where a liquid fuel can generate enough vapor to form a flammable mixture with air. If the temperature is below the flash point there isn’t enough fuel evaporating to form a flammable fuel-air mixture. Since jet fuel and gasoline have similar flammable concentration limits, gasoline must produce much more vapor at a given temperature to have such a low flash point; hence gasoline is much more volatile than jet fuel. In this paper we explore Fluorescence Technology as applied to the design and development of O2 sensors that can be used for this application and discuss the various test and measurement techniques used to estimate the O2 gas concentration. We compare the various intensity based approaches and contrast them with the frequency domain techniques that measure phase to extract fluorescent lifetimes. The various inerting fuel tank requirements are explained and finally a novel compact measurement system using that uses the frequency heterodyning cross correlation technique that can be used for various applications is described in detail while the benefits are explored together with some test data collected.

Key Words: Fiber optic Oxygen, Fluorescence Quenching, inerting, aircraft fuel tanks

1. INTRODUCTION TO INERTING FUEL TANKS FOR COMMERCIAL AIRCRAFTS:

Like gasoline, jet fuel is generally safe under normal operating conditions. What is concerning the aviation industry is abnormal circumstances, for instance where the fuel is heated by reject heat from the plane air conditioning system, increasing the vapor generated such that the flammable range is reached. With the new mandate, the FAA is stating that this hazard is substantial enough to require additional measures (inerting technology) to reduce the risk of fuel system explosions. The FAA has decided that it is time to reduce the hazards of these abnormal conditions by requiring gas inerting equipment for aircraft.

2. FLUORESCENCE LIFETIME MEASUREMENTS IN TIME AND FREQUENCY DOMAINS

Fluorescence lifetimes in the nanosecond range have typically been measured by either of two methods, Time Correlated Single Photon Counting (TCSPC) or phase modulation. Phase modulation methods have enjoyed widespread success in the past for the relative simplicity of the instrumental setup. TCSPC, on the other hand, has been seen as the more complex method, relying on expensive detectors and complex electronics. Furthermore, the TCSPC method was generally implemented with either flash lamp sources (100 KHz pulse rates) which were very slow in data collection or with complex fast-pulsed lasers which were restricted to several distinct wavelength regions. In effect, TCSPC was a complex method confined (when using lasers) to large well-equipped laser laboratories and relied on a large degree of expertise. Recently, however, the emergence of new LED and laser diode technologies along with miniaturized electronics has enabled Time Correlated Single Photon Counting (TCSPC) methods to gain more widespread use. Such miniaturization of the electronics for TCSPC onto a single PC board with software control has at a stroke made the method much more accessible.

* Corresponding author e-mail address: allen.panahi@verizon.net
Semiconductor LEDs and lasers as fluorescence excitation sources have improved dramatically in the past decade and will revolutionize fluorescence lifetime measurement systems. LED devices can now offer excitation wavelengths of between 380 nm and 600 nm with pulse rates in excess of 1 MHz and pulse widths of ~1 ns, which is ideal for mainstream biological fluorescence lifetime studies. A further development has been the emergence of commercial violet GaN laser diodes in the past two years. These lasers are compact, capable of pulse widths less than 100 ps, and are easily incorporated into fluorescence lifetime systems. The use of fluorescence lifetimes as a sensor method has attracted widespread interest in the past decade. Analytes such as halides, oxygen, and carbon dioxide, have been monitored using fluorescence lifetimes. Fluorescence lifetime based techniques have several advantages over more traditional fluorescence intensity methods which are susceptible to changes in excitation light intensity, to photobleaching, variation in light scattering and absorption of the sample.

2.1 Fluorescence Quenching Technology for O2 Sensor

The partial pressure of oxygen is inversely proportional to the intensity of the fluorescence exhibited and is described by the Stern-Volmer equation:

\[ \frac{I_0}{I} = 1 + k \text{ (PO2)} \]

where \( I_0 \) is the fluorescence intensity of a standard at zero pressure of oxygen; \( I \) is the fluorescence intensity of a standard with a pressure within the high end of the working range and \( k \) is the Stern-Volmer constant, which is dependant on the chemical composition of the sensor. This equation functions well for lower values of partial pressure, but for samples over 20 kPa, the second order polynomial algorithm is required, which is as follows:

\[ \frac{I_0}{I} = 1 + k_1 \text{ (PO2)} + k_2 \text{ (PO2)} \]

3. Basic Setup for Fluorescence Lifetime Measurement Techniques

The fluorescence measurement is a simple experiment, but intrinsic and basic information can be directly measured and analyzed [1]. Among the specific techniques it offers are fluorescence lifetime and fluorescence resonance energy transfer [2,3]. Fluorescent samples have a characteristic time behavior between excitation and emission, which is determined by the time dependent quantum mechanical overlap between states [4]. For many fluorophores, this behavior can be simply represented by a single exponential decay function with a characteristic fluorescence lifetime [5]. Historically, there are two complementary techniques of lifetime measurement: time-domain and frequency domain. In frequency-domain, the fluorescent sample is excited by a modulated source of light. The fluorescence emitted by the fluorophore has a similar waveform, but is modulated and phase-shifted from the excitation source spectrum. The fluorescence lifetime can be calculated from the observed modulation depth and phase shift. Traditional fluorescence-lifetime measurement in frequency-domain has been done by a cross-correlation phase-modulation technique. In the cross-correlation technique, the fluorescence emission is detected by a photomultiplier tube modulated at the same base radio frequency as the modulation source plus a low cross-correlation frequency. The FM mixing technique is adapted to analyze lifetime information. Recently, for frequency-domain methods there has been proposed and constructed a FD spectrometer with a blue light-emitting diode (LED) as an excitation source and a photodiode as a photodetector. There has been constructed a direct LED driving circuit for radiofrequency modulation as an excitation source and a high bandwidth oscilloscope to record both excitation and emission spectra. P. Harms et al. have proposed and constructed a frequency-domain lifetime spectrometer using a RF lock-in amplifier. The RF lock-in directly provided the ac signal used to modulate the intensity of the blue LED excitation source and the emission was measured by a photomultiplier tube connected to the RF lock-in. In this paper, we have designed and constructed a simple frequency-domain (FD) fluorescence-lifetime measurement system using a Blue-violet laser diode, a photomultiplier tube, and an oscilloscope system. Both excitation and emission intensity have been recorded by oscilloscope and analyzed by using the custom-made FFT algorithm in the Matlab program.

Therefore, the fluorescence lifetime can be easily calculated from the result of a frequency-modulated experiment. In order to determine the fluorescence lifetime, we designed and constructed a simple but accurate spectrometer using a violet laser diode.
Figure 1. Sensors use Fluorescence quenching technology to measure O2 gas concentrations that respond to O2 partial pressure: this follows the Stern-Volmer relationship as shown in the above figures a, and b. Figure c is a pictorial of the fluorescence quenching in action. Rhuthenium based Sol-gel sensors are exposed to Blue light from LED or Lasers @ 470 nm and the reflected Fluorescence optical signal is measured with a orange filter centered at 600nm.

3.1 Time Domain Fluorescence lifetime measurements

We present an alternative approach to real-time lifetime determination, which is based on the fact that for a single exponential decay, the fluorescence lifetime is equal to the average time lag between an excitation laser pulse and the subsequent detection of a fluorescence photon. For each photon, a time-to-amplitude converter (TAC) generates a pulse of an amplitude proportional to the time lag between fluorescence photon and excitation pulse. The resulting sequence of pulses, with exponentially distributed amplitudes and inter-pulse times, is then subjected to a count rate independent fluorescence intensity at different time delays after the pulse. As a result, an averaging procedure start. It utilizes a pulsed light source (an LED, a laser diode or a nitrogen/dye laser) and measures Fluorescence Lifetime Measurements.

• There exist two methods to measure fluorescent lifetime:
  – Time domain: using pulse fluorimetry
  • pulse length is << tF
  • measure time dependent intensity decay
  • fit lifetime curve to data
    – In the frequency domain measure: phase shift / modulation ratio
  • Excite sample with intensity modulated light at high frequency
  • Calculate decay based on either
    – Phase shift (delay)
  Demodulation (change in amplitude)
**Meaning of Lifetime Decay**

- \( \frac{dn(t)}{dt} = -(\Gamma + k_{nr})n(t) \), where \( n(t) \) is the number of excited molecules
- \( n(t) = n_0 \exp\left(-\frac{t}{\tau}\right) \)
- Experimentally observe – intensity, \( I(t) \), which is proportional \( n(t) \)
- \( I(t) = I_0 \exp\left(-\frac{t}{\tau}\right) \)
- Time at which intensity reaches \( \frac{1}{e} \)
- Plot \( \log I(t) \) versus \( t \)
- Average period of time fluorophore in excited state – complicated with multiexponential decay

**Phase Modulation Lifetimes**

- Modulation of emission is measured relative to modulation of the excitation \( m = (B/A)/(b/a) \)
- Phase angle (\( \phi \)) – measured from the zero-crossing times of the modulated components
- \( \tau_0 = \omega^{-1}\tan \phi \); \( \tau_m = \omega^{-1}\left[1/(m^2-1)\right]^{1/2} \)

---

**Figure 2. Simple setup for lifetime measurements in the time domain.**

The two LEDs used have different filters in front of them. A Blue and a RED. The Blue is for the Excitation and the RED is for the Reference. The Fluorescence signal is optically detected using a Shortwavelenth APD (Avalanche photodiode) or PIN detector and its phase shift is measured relative to the reference response.
The Phase difference is a measure of the O2 Gas concentration.

Figure 3.1. Shows the various signal outputs showing the excitation square wave(a) the resulting Photodetector result (b), The windowed out (c) and the Bandpass filtered output(d) and the final PWM output Phase difference (e).

Figure 4. The intensity of the fluorescence signal is measured using a UV-VIS Spectrometer.

Figure 5. Intensity counts of the excitation and resulting emission measured with a Spectrophotometer.
Blue curve is the LED excitation at 470 nm. Red curves are the Fluorescence response of the O2 sensor when exposed to the Blue Light. The 20.9% O2 reading is lower because of O2 being quenched. The no O2 or zero reading is higher. It produces more fluorescent signal.

4. FIBER OPTIC SENSOR DEVELOPMENT

The fiber optic sensor is based on fluorescence quenching of the O2 gas when excited with Blue light source that can use an LED or Blue laser source (470 nm). The reflected fluorescence signal is emitted at 600nm or Orange in the visible spectrum. Below we describe in detail the basic properties and materials used for the O2 sensor and cover the Sol-gel process of the materials used in the sensor.

4.1 Oxygen sensor

Optical sensors for oxygen are attractive in that they are fast, do not consume oxygen and are not easily poisoned. The most common method adopted is based on the quenching of fluorescence from an appropriate chemical species. The variation in fluorescence signal, I, or fluorescence decay time, τ, with oxygen concentration [02], is described by the Stern-Volmer equations:

\[ \frac{I}{I_0} = 1 + K_{sv}[O2] \quad (1) \]
\[ I_{ro} = I_0 + K_{sv}[O2] \quad (2) \]
\[ K_{sv} = k'c_0 \quad (3) \]

where \( I_0 \) and \( r_0 \) are respectively the fluorescence signal and excited-state lifetime in the absence of oxygen, \( K_{sv} \) is the Stern-Volmer quenching constant and \( k \) is the bimolecular quenching constant. The ruthenium complex, \( \text{Ru(II)tris(4,7-diphenyl-1,10-phenanthroline)} \ = \text{Ru(Ph2phen) 32+} \), was chosen for this work as it exhibits high oxygen sensitivity due to its long unquenched lifetime \( r_0 \) (~6 ns). Furthermore, in common with other ruthenium polypyridyl complexes, it absorbs strongly at blue green wavelengths and has a relatively large Stokes shift. As is clear from Eqs. (1) and (2), oxygen concentration may be measured by monitoring fluorescence intensity or decay time. Both approaches have been adopted by us, with the latter approach overcoming many of the problems (such as reagent photodegradation, aging of source or detector) associated with intensity-based sensors. The performance of a phase fluorimetric oxygen sensor based on decay-time measurements is described elsewhere in this volume. Only intensity-based results will be presented here.

The sensor substrate generally used by us was a 10 cm length of 600 µm core polymer-clad silica (PCS) optical fibre, which was declad along most of its length by mechanical means followed by an etching process. The fibre was then dip coated with a thin (~300 nm) layer of sol-gel-derived silica containing the \( \text{Ru(Ph2phen) 23+} \) complex, resulting in the structure shown in Fig. 1(a). Prior to testing, the fibres were cured at 73 °C for about 24 h to produce a tough, inert coating that is intrinsically bound to the silica fibre core. Sol-gel films of about 50 µm length provided good signal-to-noise ratios under high-intensity blue LED excitation. The experimental configuration used to characterize the oxygen sensitivity and to demonstrate the viability of a low-cost portable system is shown in Fig. 1(b). The light source is a high-intensity blue LED (Ledtronics, USA) the spectral output of which peaks at 450 nm and which delivers more than 1 mW of c.w. optical power. Furthermore, the LED emission spectrum has considerable overlap with the absorption spectrum of the ruthenium complex. The output light is first passed through a short-wave pass filter (2~u~505 nm) and then launched into the optical fibre. The fibre is mounted in a gas cell through which precise mixtures of nitrogen and oxygen may be passed via mass-flow controllers.

Optical, chemical, and biochemical sensors are the subject of extensive research and development with a view to their application in industrial, environmental and biomedical monitoring [1]. The degree of interest derives from a number of attractive features offered by this technology. These include the choice of a multiplicity of optical techniques already well established for routine chemical and biochemical analysis, the availability of materials and components from the rapidly expanding optoelectronic technology and the geometric flexibility, which enables configurations ranging from miniature disposable optical waveguides to remote fiber-optic probes to be achieved. The use of the sol gel process to produce sensor materials for optical chemical sensors and biosensors is attracting considerable research interest [2]. This is due to a number of advantages, principal among which are the ease of fabrication and the design flexibility of...
the process. In most applications the sol-gel-derived material is used to provide a micro-porous support matrix in which analyte-sensitive species are entrapped and into which smaller analyte molecules may diffuse and interact. Such materials have been used in a range of sensor configurations. These include monoliths and deposited films, end-coated and side-coated optical fibres and planar waveguides, and some novel configurations such as packed capillary tubes. In this paper an overview is presented of the state-of-the-art of optical sensors that employ sol-gel-derived coatings. In particular, the benefits of employing an evanescent-wave configuration are highlighted. Examples of chemical and biological sensors are presented, reflecting those research groups most active in this area worldwide. Finally, the technical issues that need to be addressed in order to advance this technology to the commercial stage are discussed.

4.2 Sol-gel process

The sol-gel process is a relatively straightforward method of producing high-quality glasses and ceramics. In the context of optical sensors the process is generally employed in the production of silica or titania glass, or mixtures of these two. Sol-gel derived silica or titania glasses are prepared from hydrolysis and condensation polymerization of the appropriate metal (silicon or titanium) alkoxide solution, followed by a temperature program which controls the densification process. The process parameters can be selected to produce a micro-porous glass, which can act as a support matrix for analyte-sensitive reagents that are added to the precursor solution [2-5]. The reagent molecules are encapsulated in the nanometer-scale cage-like structure that grows around them, but smaller analyte molecules can still permeate the interconnected pores.

The generic precursor solution for sol gel derived silica may be represented by Si(OR)₄ + H₂O + ROH + acid/base catalyst where R is an alkyl group. The most frequently used alkoxides in this case are tetraethyl orthosilicate (TEOS) and tetramethyl orthosilicate (TMOS). The hydrolysis that initiates the process may be acid or base catalysed and the hydrolysis rate is very dependent on pH. Consequently, this pH value, together with other process parameters such as the temperature programme and the water/alkoxide ratio, has a significant influence on the micro-structural properties of the final material. Although the microporous material may be post-doped with the appropriate sensor molecules this will not provide entrapment, which can only be achieved by adding the dopant to the precursor solution. A range of specific recipes has been used by different research teams in accordance with their particular requirements [3,13,15]. An alternative and more rapid approach to achieving sol gel-derived thin films is the use of the commercially available Liquicoat solutions (Liquicoat Si ZLI-2132 and Liquicoat Ti ZLI-1857, available from Merck). These are metal alkoxide colloidal solutions containing 7% silica and 9% titania, respectively. Sensor dyes can be added directly to these solutions before a simple coating and rapid curing (e.g., 100°C for 10 min) procedure is carried out [16]. The importance of these materials lies mainly in the ease with which they can be mixed to achieve coatings of any required refractive-index value between the extremes for silica (~1.46) and titania (~2.3). Therefore, the fluorescence lifetime can be easily calculated from the result of a frequency-modulated experiment. In order to determine the fluorescence lifetime, we designed and constructed a simple but accurate spectrometer using a violet laser diode.

In the figure below we show the following results obtained:

(A) Changes in predicted, fluorescence and polarographic oxygen partial pressures against time
(B) Correlation plot of fluorescence and polarographic measurement techniques (R² = 0.99)

The modulation-depth for each LED for the frequency range up to 500 MHz is given in Table I. The modulation is defined as:

\[ m = \frac{\Delta C/\langle D C \rangle}{2} \]

where \(\Delta C/\langle D C \rangle\) is half the value of the average alternate component of the signal—that is half the value peak-to-valley of the signal at the cross-correlation frequency—and \(\langle D C \rangle\) is the average value of the direct component. For both LEDs, good modulation was achieved up to 400 MHz (the 3dB point being at about 100 MHz). The modulation behavior was measured using Chronos™; that is it is the result of the frequency response of the radio frequency amplifier used to amplify the signal at frequency \((f + \Delta f)\) sent to the light detectors of the instrument; and it is a function of the frequency.
response of the light detectors electronic circuitry. To achieve satisfactory lifetime measurements, a modulation of 20% is sufficient.

![Graph A](image)

**Figure 6.** Partial pressure of various concentration of O₂ is measured with the Spectrophotometer from Ocean Optics. The results of the sensor are in excellent agreement with the O₂ gas concentrations. The confidence R factor is 0.99

5. INERTING FUEL TANK AND THE O₂ SENSOR REQUIREMENTS

Main features and requirements of the O₂ sensor for the aircraft inerting fuel tank are listed below:

- Intrinsic safety, and immunity to EMI
- Meet the stringent temp, pressure and O₂ concentration of fuel tank
- Easy to calibrate and reliable drift free operation /low maintenance
- Chemical resistance to fuel liquid and vapor
- Lightweight and small size and low power
- Fast response – in the seconds
- Moderate resolution and accuracy: 0.001- 0.005 atm O₂
- Sensor data should be compatible to aircraft control systems
- Cost effective solution

The Fuel tank environment is very specific to the altitude and pressure, and the temperature that the O₂ sensor will be exposed to during many hours of flight.

Aircraft Fuel Tank Environment are as follow:

- Temperature -50 °C to +50 °C (operational range)
- Total Pressure 2 PSIA to 2 ATM
- Composition Fuel Vapor/Fuel Liquid / Air
- O₂ levels 0.04 – 0.16
- (explosive range) 0 – 0.4 ATM
6. NOVEL FLUORESCENCE LIFETIME MEASUREMENT SYSTEM USING CROSS CORRELATION TECHNIQUES

In the last few decades, fluorescence methods have become extremely important in many areas of science and technology including analytical chemistry, biophysics, cell biology, clinical chemistry and biotechnology, to name but a few. Determinations of the excited state lifetimes of fluorescent molecules are often critical for quantitative evaluation of the processes or reactions of interest. Fluorescence lifetime measurements have traditionally been realized using either the impulse response method (in which excitation is by a very brief pulse of light after which the direct decay of the fluorescence is observed) or the frequency domain method (in which the intensity of the excitation light is modulated sinusoidally and the phase shift of the fluorescence, relative to the excitation, is determined). These methods have been reviewed numerous times (see, for example, [1-4]). The frequency domain approach has also been utilized with high-repetition rate pulsed sources [5]. Recently, McGuinness et al. described the use of a new class of LEDs that emit near 280-nm as the excitation source for time-domain fluorescence lifetime measurements on proteins. In this report we evaluate the use of this class of LED as an excitation source for frequency domain time-resolved measurements.

The earliest fluorescence lifetime measurements using frequency domain RF Heterodyning technique was established by Dr. Lakowicz and later by his student Dr. Holub and Dr. Gratton. This technique has been well established and is recognized as the most mature of the frequency domain techniques. The main drawbacks is that these measurement set ups are big, bulky, expensive and not very suitable for miniaturization in view that their main source of detectors is the PMT, all their signal sources for the RF, biasing, and modulation come from bench top test instruments. Although
PMTs are very popular in the world of Fluorescent spectroscopy they are built on older vacuum technology with their inherent shortcomings in spite of their many advantages for their time. We at ROI, have built the Airborne Fluorescence imaging system around the popular Hamamatsu R928 multiplier tube. The biggest drawback is the high voltage supplies needed to operate them and the big, bulky, and power hungry RF amplifiers needed to modulate the second dynode (Gain modulation). We are in the process of converting detectors from PMTs to low voltage Si APDs.

Figure 8. Smith Industry data for an hour flight using single Aisle aircraft showing the O2 partial pressure versus altitude, and the sensor reading

We propose a novel Cross correlation technique based on frequency domain response that use a compact, light-weight portable UV fluorescence Spectrometer, battery operated low power (target < 3.5 W), fluorescence identification and measurement system that provides fast and reliable tagging and identification system due to its robust design, High Laser output power, good receiver sensitivity, operating with resulting in good S/N due to cooled APD operation and Dual powerful 250 MHz DDS (direct digital Synthesizer) Ics The proven fast and accurate frequency domain cross correlation lifetime measurement system that can accurately scan the frequency domain and resolve multi-exponential lifetime time constants in minutes. In the fast scan zero crossing mode the single dominant lifetime can be estimated in under 30 secs after exposure to the UV light source or Blue LED/Laser. The reliable, power efficient design will be airborne qualified for O2 monitoring of gas concentrations in the 0 to 25% range with accuracy better than 0.5 % by volume in air over extended temperature range from -50 to + 60 degC. The combined in situ and remote capability of this dual mode portable spectrometer. Based on ACCRO’s leading expertise in integrating state-of-the-art transceiver and miniaturized optical packaging, low power CMOS circuit technology with automated telecommunications and high grade reliable small instrumentation grade optical components with innovative packaging, and CMOS electronics, it is poised to produce a next-generation, high performance, UV-VIS fluorescence Spectrometer.
Figure 9. High level Block Diagram of the Proposed Frequency Domain Measurement System of UV-VIS Fluorescence Lifetime for various sensors including O2

Compared to commercial bench-top and Laboratory instrumentation and experimental setups, the proposed system has many advantages and commercial attractions. These include:

1) Portable, reliable, efficient and compact Semiconductor UV-VIS-LED and UV-VIS-Laser for the Light source operating in a constant power mode or near constant mode for temperature and Wavelength stability.
2) Use of Dual Thermo-electrically cooled APDs for high Gain, optimum S/N, and Gain modulated for Lifetime measurements. APDs Gains in excess of 200 can be achieved with low voltage APDs that can be gain modulated with up to 250 MHz with good modulation depths.
3) All CMOS electronics design including high speed 10 MIPS 16 bit processor, lowest power 250 MHz DDS IC from Analog Devices AD9913, and Laser/LED driver from IC Haus.
4) Combination of fast time resolved fluorescence lifetime estimation with steady state Spectral Analysis results in the most accurate and conclusive technique to identify mineral fluorescence based on wavelength spectral signature of minerals and their fluorescent specific lifetimes.
5) Advanced fluorescent lifetime extraction application software using Least squares fit for Multi-component Lifetime identification

Figure 10. O2 sensor reading as a function of time when exposed to 0 to 100% O2 in N2 gas. For this application we are interested in the 0 to 25% O2 range
7. CONCLUSIONS

In this paper we have explored the stringent requirements of the O2 sensor and proposed a novel frequency domain lifetime measurement system to accurately estimate the O2 gas concentration as a function of temperature and pressure for the future planned inverting fuel tanks to be used in commercial aircrafts. The various time domain, intensity based fluorescent lifetime measurement techniques have been compared with the frequency domain approaches that use resulting phase difference and amplitude modulation depth to estimate the lifetimes and concluded that it is a faster and more reliable approach. It is also shown that very simple electronics coupled to off the shelf low cost lasers/LED and PIN or APD photo detectors can be used to obtain fast and accurate temperature and O2 gas concentrations. We propose a novel lifetime measurement system that is low cost, portable, and low power that utilizes COTS components that compare very favorably to commercially available measurement systems that are bulky and expensive, and not particularly suitable for airborne applications.

We also point to the challenges of the O2 sensor development for the Fuel tank applications that has to operate reliably in the harsh jet fuel vapor and liquid phase at high atmospheric pressures. This area is still under scientific research to develop special coating material to slow the photo bleaching process to extend the lifetime of the SOL-Gel based Rhutenium sensors.
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Abstract

Modern day propulsion systems are used in aerospace applications for different purposes. The aerospace industry typically requires propulsion systems to operate in a rocket mode in order to drive large boost vehicles. The defense industry generally requires propulsion systems to operate in an air-breathing mode in order to drive missiles. A mixed system could use an air-breathing first stage and a rocket-mode upper stage for space access. Thus, propulsion systems can be used for high mass payloads and where the payload is dominated by the fuel/oxidizer mass being used by the propulsion system. The pulse detonation wave engine (PDWE) uses an alternative type of detonation cycle to achieve the same propulsion results. The primary component of the PDWE is the combustion chamber (or detonation tube). The PDWE represents an attractive propulsion source since its engine cycle is thermodynamically closest to that of a constant volume reaction. This characteristic leads to the inference that a maximum of the potential energy of the PDWE is put into thrust and not into flow work. Consequently, the volume must be increased. The technical community has increasingly adopted the alternative choice of increasing total volume by designing the engine to include a set of banks of smaller combustion chambers. This technique increases the complexity of the ignition subsystem because the inter-chamber timing must be considered.

Current approaches to igniting the PDWE have involved separate shock or blast wave initiators and chemical additives designed to enhance detonatibility. An optical ignition subsystem generates a series of optical pulses, where the optical pulses ignite the fuel/oxidizer mixture such that the chambers detonate in a desired order. The detonation system also has an optical transport subsystem for transporting the optical pulses from the optical ignition subsystem to the chambers. The use of optical ignition and transport provides a non-toxic, small, lightweight, precisely controlled detonation system.
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1.0 INTRODUCTION

The role of rocket propulsion is more important than ever before. The growing constellations of orbiting communications hardware that have enabled the information superhighway are in place because of the rocket engines that powered them there. As these continue, propulsion systems will require increasing efficiency. The so-called pulse detonation wave engine (PDWE) is very attractive because its exothermic chemical reaction is designed to operate in a zero change of entropy design. Obviously, the specific impulse will be proportional to the volume. The implication is that larger volumes become necessary, complicating the construction. This can be alleviated by going to multiple chambers.

However, the initiation of this architecture becomes very tricky, because the chambers must ignite at the same time. Failure to do so will frequently lead to catastrophic mechanical imbalances during the start-up transients. Stated more deliberately, if the engines do not start simultaneously, the engine can rip itself apart.

Optical ignition has the potential to address this issue. Unlike conventional ignition systems, the delay and jitter times are in the nanosecond regime. We discuss here a review of engine ignition and discuss how optical ignition can be a viable means to start the exothermic reaction associated with propulsion systems.

Regardless of the type of engine ignition used, the same chemical pre-reaction must take place where fuel is in the presence of oxidizing agent, be it hydrogen with molecular oxygen or JP-10 and peroxide. Each of these molecular species is stable, even in the presence of one another. So the idea is to make the chemicals unstable.

To ignite a propellant combination that is, to drive the chemical reaction the oxidizing agent must be changed into radical constituents. For molecular oxygen, this means separating the oxygen molecule into individual atoms. Molecular oxygen cannot attack the fuel and drive the reaction, but atomic oxygen can. Once an oxidizing agent has been created, only a small amount of additional energy per atom is needed to drive the reaction; that is, to make the reaction self-initiating.

Over the nearly six decades that rocket propulsion has been a practical reality, the ignition methods to do that have progressed from the primitive to the highly sophisticated. But from the hurried placement of burning wick arrangement below the nozzle to permanent spark igniters built into the propellant main injector, the intent has always been to start the combustion process.

Over the years, several kinds of igniters have come into use, basically through empirical methods. And always, the goal has been to break up sufficient density of the oxidizing agent so that it can attack the fuel, begin the combustion process and reach a self-sustaining condition. Since the chemical reaction is exothermic, once the burn is started, it continues without help. But if there is one similarity among current ignition techniques, it is that while most parameters are understood well enough for effective use, molecular chemical behavior has not been well addressed and each method has its shortfalls.
Spark plug ignition is the simplest and most widely used approach for liquid engines, with a spark plug built directly into the injector. Essentially a high-voltage, inductive-discharge device, the plug produces a 10-kV arc across the propellants at a 10-Hz repetition rate. Microscopically, the plug first generates a large electric field across the spark gap. Localized ionization within the oxidizer-fuel combination occurs, allowing current to flow between the electrodes. As more ionization occurs, the resistance of the space between the electrodes drops to a point where a conductive path is created between the electrodes and the spark can form.

There is considerable ionization which occurs within this arc and there is also a certain amount of gas breakdown. When sufficient density of oxidizer constituents have been created, they can interact with the fuel and allow the combustion process to proceed.

Sparkers have been used for some time, so their operating characteristics are fairly well understood and they can be used to re-light an engine if necessary, a very important plus. But there are problems. Typically, sparkers are large and heavy and there is a considerable time lag between introduction of the spark and the ignition of the propellant mixture. Further, the oxidizer/fuel mixture ratio used when the engine is completely turned-on is not lightable with the spark. Usually, the engine has to be started in a fuel-rich condition, leading to transient pops in the ignition.

A second igniter option, pyrotechnic ignition uses a solid propellant squib of a few seconds burning duration. The solid propellant is electrically ignited and produces a hot flame within the chamber. This technique is very simple, but can be used only once (since the squib completely burns), negating the option to re-light an engine.

With a third method, hypergolic or auxiliary fluid ignition, a chemical is injected with the propellants, reacting with either the fuel or oxidizer or generating a combination which is self-initiating. But, depending on the fluid used, there can be considerable time delays in ignition. There is also the additional complexity of requiring separate storage tanks and plumbing to handle the highly toxic hypergolic fluid.

2.0 OPTICAL IGNITION

Laser or optical ignition is a vastly different approach with much promise. Since the chemical reaction of the propellants in a rocket engine is exothermic, ignition occurs when the right amount of fuel and oxidizers is present in chemical combinations necessary to make the reaction self-initiating. This means taking a fuel/oxidizer combination and, by introducing the right amount of light energy at the correct intensity, creating the right number and density of chemical constituents to bring the reaction into a self-initiating condition.

The use of optical radiation or lasers has been used to induce chemical reactions or study their progression for some time. However, practical applications have yet to be realized. A mole of molecules contains $6 \times 10^{23}$ molecules, while a laser pulse with a joule of energy (a large amount for a laser to produce) contains $10^{18}$ photons. Consequently, there is a 5 order of magnitude mismatch in terms of using lasers to actually drive chemical reactions.
However, if a chemical reaction is exothermic (it generates heat), it can be self-sustaining and the laser can be used to get it over the activation energy potential. The basic precept here is to use the laser to generate enough chemical pre-reaction species to make the chemical reaction begin (and sustain itself) without any subsequent chemical assistance.

The laser is used to heat and eventually light a series of solid igniters, which, in turn, ignite the engine, somewhat like kindling for the main engine. The laser, however, never gets close to the actual propellant. In 1985, Princeton researchers used exciter lasers for the ignition of H₂/O₂ or H₂/air mixtures by photolysis of O₂ into O atoms. A year later, an exciter laser was operated to photolysis O₃ into O and O₂ in the presence of CH₄ and H₂/O₂. The results of each of these experiments showed that the concept works well, with the laser energy producing chemical radicals in large densities.

However, these experiments were performed in the linear absorption spectral regime of the oxidizer. This means that lasers had to be used which could produce very short laser pulses at UV wavelengths. With those requirements, the only option would be an excimer laser, which is very large, very cumbersome, and requires large amounts of electrical power and cooling.

More encouraging, however, was the work of Miziolek and Foreh in 1987. The scientists successfully demonstrated ignition in premixed H₂/O₂ and H₂/N₂O flows with lasers operating at 225.6 nm wavelengths. This work was admittedly done with a large laboratory laser system. But the fact that the ignition process could be performed at this wavelength brought the use of optical ignition much closer to engine implementation.

The optical process starts with an optical source, a laser. The laser light must be brought from the source to the region where it is needed, requiring a number of optical elements. The laser light interacts with the propellants to couple the optical energy into the mixture. And finally, the molecular-optical interaction creates products capable of driving the reaction.
A major advantage of optical ignition is its ability to locate the laser remotely from the engine propellant and to couple the light energy into the reaction chamber, ideally through the use of an optical fiber. There, the frequency of incoming laser light is made to coincide with a material resonance so that the material absorbs the light and transfers its energy into internal energy.

But there can be problems. Just as mechanical systems have nonlinear responses when they are driven hard, so, too, do optical systems. In an optical context, driven hard means that the incoming light has a high peak power, on the order of MW/cm². At those levels, the medium can absorb two photons of light as if it were one. Of course, since the absorption is nonlinear, the interaction will be much weaker than the linear case. Nevertheless, with a high enough intensity, reasonable amounts of power can be absorbed by the medium in question.

A straightforward calculation shows that for intensities on the order of few MW/cm² (not difficult to produce), absorption coefficients on the order of few percent per centimeter are possible. Also, unlike the linear case, which is independent of the intensity, the absorption coefficient can be made higher by using higher intensity.

In fact, the coefficient is proportional to the intensity of the incoming laser beam which will prove useful when designing the optical coupling into the propellant materials.

In our tests, the effort was configured to use a laser system for the ignition of multiple coaxial element injectors. Also at that time, there was interest in igniting and operating gas generators at low-mixture ratios because of the heat loads normally created by the turbomachinery. But that meant operating below the flammability limit, implying that ignition by standard techniques would, at best, work poorly and possibly not at all.

Specifically, standard ignition under these conditions would result in un-ignited injector zones, causing ignition delays and combustion pops from sudden ignition propellant mixtures accumulated inside the chamber. By contrast, one of the potential advantages of using a laser for direct ignition of high velocity propellants is that individual-element ignition assures even flame distribution, thus eliminating combustion pops.

The main objective here was to duplicate the laser ignition process and then extend it to the ignition of faulty-element coaxial elements at low chamber mixture ratios specifically, high-velocity H₂/O₂ propellants at simulated gas generator conditions. These tests were to be conducted at a variety of mixture ratios, even outside the flammability limit.

During a conventional spark ignition, propellant velocities are kept high to allow for ignition downstream or below the ion post tip where the propellant is delivered to the combustion chamber. At high mixture ratios (>1.0), the first element in the series ignites, detonating the propellants in the chamber and halting the propellant flow. Random turbulence occurring in the combustor is sometimes sufficient to force the single ignited element to cross-flow onto the element next to it, lighting it.

This detonation process never occurred during the optical ignition process. It was found, rather, that multiple-element ignition is not dependent on chamber mixture ratio,
concurring with the ignition theory that UV laser ignition is a function of laser intensity and positioning rather than mixture ratio.

In conventional spark ignition, all the propellants in the chamber are ignited, so the flame holding zone is optical ignition by default. Since the laser has the ability to place the energy exactly where it is needed, the alignment is established to position the laser spot in the flame holding zone. As long as the laser was placed at the point of flame holding, the ignition process was unaffected by the mixture ratio. In fact, at very low mixture ratios (< 0.4) the ignition delay time was minimal. This is in sharp contrast to spark ignition where mixture ratios of this level would result in long ignition delay or no ignition at all.

Multi-element ignition of the injector was achieved consistently. Ignition of the coaxial elements was achieved at chamber mixture ratios of 0.4 and as low as 0.1. This testing established laser ignition as a viable solution to flame propagation and multi-element ignition of low mixture ratio.

After the successful series of tests at the field labs, there were still a few steps to go before reaching a really useful ignition device. The experiments had demonstrated a resonant enhancement in the activity of the oxidizer, but measurements showed that the enhancement was not necessary for optical ignition implementation. Simulations that showed once the oxygen molecules were dissociated into atoms, very optical additional energy was needed to make the reaction self-initiating. Put in a more generic context, the data showed that it was possible to take an extremely reactive chemical mixture and make it still more reactive. Connecting this specific resonance with an existing laser, however, was another matter.

We undertook a series of laboratory experiments to understand the nature of the optical breakdown when the laser is focused to a very high intensity. In these experiments, we focused laser light to a small spot (10 micron diameter) and allowed the oxygen molecules to be broken apart, which then prompted the question regarding the exact nature of the breakdown. Specifically, we wanted to know what was in the excited state after the laser pulse generated the breakdown. It was found that most of the breakdown product was ionized molecular oxygen. This would be of only academic interest, were it not for the fact that we were driving a chemical reaction.

These experiments, although not ignition tests in themselves, were important for two reasons: First, they demonstrated that the laser pulse could generate substantial amounts of atomic oxygen. The nature of energy considerations in the breakdown was such that the oxygen atoms generated had enough internal energy to drive the O₂/H₂ mixture into a self-initiating condition. In other words, when the oxygen molecules fell apart, they were already in a condition where they could initiate the propellant reaction, even in the presence of molecular hydrogen. Second, the ultraviolet wavelength was chosen not because it was in resonance with any of the propellant absorptions, but because it was easily produced by existing solid state lasers.

Obviously, it was important to design and implement hardware that was as close as possible to a real design. This meant that we had to create a design that could receive the laser energy and couple it into the reaction volume. The light would have to be directed to the flame...
holding zones within the particular injector design chosen and the optical elements would have to operate in the less-than-optimum environment present in a propulsion chamber.

Once the optical elements had been specified, it was decided to go with three concentric annular injectors. Tests had shown that it was important to get the optical energy to the flame holding zones in an area where the oxidizer/fuel combinations were at optimum mixture. In order to create a smooth ignition, we wanted to light three symmetrical points on the injector face, requiring that the laser energy be divided equally and that each flame holding zone receive the same intensity. In order to split the energy into three equal amounts and turn the corner to the injector face, a special optic was designed a three-sided pyramid, with each side at 45 degrees to the pyramid base. After passing the pyramid, the beam is aligned to pass over three injector holes, lined up at 12, 4 and 8 o’clock. Since we wanted to have the posts light simultaneously, we designed the focus to occur at the second post.

The optical ignition tests were successful. In each case, laser intensities on the order of a few MW/cm² were sufficient to initiate propulsion. Optical ignition now has real potential for use on the linear aerospike and other propulsion areas.

### 3.0 CONCLUSION

As currently envisioned, future propulsion systems will carry multiple compartment engines with many thrusters. Because of the uncertainty in the ignition delay with a sparker and the fact that the compartments must be started simultaneously that method is unacceptable. In fact, the only usable existing ignition source is a combustion wave detonator, but it too brings problems in amounts of plumbing, with the associated weight and complexity.

Optical ignition, however, alleviates these problems. Among virtues already described, only a single laser would be needed to provide the ignition source to each of the compartments. An optical fiber could be routed through the system without the constraints associated with the combustion wave propagation. And since optical ignition, by nature, provides very short ignition delay times, the compartments would start simultaneously.

Other applications might be in the realm of hypersonic craft where propellants speed through the combustion chamber at incredible velocities. The big plus here is that light, no matter how fast the propellants are moving, will always move much faster. Consequently, the laser will always see the propellants in a mechanically static flow situation.

Optical ignition could also be an excellent choice in the broad area of non-toxic propellants. Single-stage vehicles are being investigated to perform various missions and the deployment of many payload types. Popup upper stages conceptually could expand the optical ignition of advanced spacecraft, allowing for wider ranges of payload deployment. Performing the spacecraft delivery mission requires the use of an upper stage which has high ignition, is operationally safe, and can be effectively packaged (along with the spacecraft) within smaller payload bay volumes. Optical ignition could be used here to good effect.
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The exploitation of thin film coatings for fibre sensors for the application of chemical sensing
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ABSTRACT

We report on the use of thin film coatings, both single and multi-layered, deposited on the flat side of a lapped, D-shaped fibre to enhance the sensitivity of two kinds of surface plasmon resonance based optical fibre sensors. The first kind involves the use of a tilted Bragg grating inscribed within the fibre core, prior to fibre coating, while the second relies on a surface relief grating photoinscribed after the fibre has been coated. Some of the devices operate in air with high coupling efficiency in excess of 40dB and an estimated index sensitivity of $\Delta \lambda/\Delta n = 90$nm from 1 to 1.15 index range showing potential for gas sensing. Other sensors produced index sensitivities ($\Delta \lambda/\Delta n$) ranging from 6790nm to 12500nm in the aqueous index regime. The materials used for these fibre optical devices are germanium, silica, silver, gold and palladium.
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1. INTRODUCTION

There has been a strong interest in recent years in using gratings in fibres to produce chemical sensors, including long period gratings (LPGs) [1, 2, 3], fibre Bragg gratings (FBGs) and tilted fibre Bragg gratings (TFBGs). At present the majority of these sensors are used to detect the heavier organic/inorganic compounds, such as detection of organic aromatic compounds in paraffin [3]. Whilst the index of sensitivity of most grating based devices is highest for solutions that have an index of approximately 1.44, which is good for various organic hydrocarbon compounds, there is a need to increase sensitivity of these devices to aqueous solutions for biochemical applications, where index values typically range from 1.333 to 1.380 (aqueous index regime); for example, the effective index of a cell is about 1.36 to 1.38 [4,5]. Such sensors would also be appropriate for the detection of the lighter hydrocarbon compounds used for Aviation fuel [6] and if their response could be enhanced at even lower refractive indices, for gas detection. Another type of sensor based upon surface plasmon resonance (SPR) is showing the potential to yield high index sensitivities. Surface plasmon resonance is an important optical phenomenon that involves a resonant transfer of the incident light energy to a surface-plasmon (SP) mode in the form of collective electron oscillations in a metal [7]. The plasmons exist at a metal–dielectric interface and obey the following dispersion relation for two homogeneous semi-infinite media [8]:

\[
\beta = k \sqrt{\frac{\varepsilon_m \cdot n_s^2}{\varepsilon_m + n_s^2}}
\]

where \( k \) is the free space wave number, \( \varepsilon_m \) is the dielectric constant of the metal (\( \varepsilon_m = \varepsilon_{me} + i \varepsilon_{mo} \)) and \( n_s \) is the refractive index of the dielectric.

The need for high sensitivity at low indices is being addressed with the use of tilted Bragg gratings to assist in the generation of surface plasmon resonances in a fibre configuration [9, 10]. There is very little published with regards to multi-layered thin film SPR fibre devices, and the majority of these papers, such as [11] and [12], address the SP’s optical properties and not their sensing potential.

In this paper, we report on two novel SPR fibre devices whose spectral sensitivities can be modified by using various coatings, in either single or multiple layers. A general observation of these devices is that they have polarisation dependence; the spectral location of maximum coupling to the SPR is highly dependent upon the polarisation state of the illuminating light and can be tuned from 1100nm to 1700nm.

Firstly, we describe a fibre device utilising a TFBG to enhance the coupling of the illuminating light to a SP generated on a coated, lapped single mode fibre [9,10]. It was observed that the spectral location of maximum coupling to the SPR was highly dependent upon the polarisation state of the illuminating light and could be tuned from 1100nm to 1700nm, thus producing various SP probe depths, dependent upon the polarisation. It was found that for a device that is still to be fully optimised, the maximum spectral index sensitivity (\( \Delta \lambda / \Delta n \)) was 3365 nm for the index range 1.335 to 1.370 with coupling strength in excess of 25dBs.

Secondly, we describe a fibre device based upon a surface relief grating-type structure inscribed with UV light into a multi-layered thin film deposited on the flat side of a lapped, D-shaped fibre. The single layered devices were fabricated from germanium, while the multilayered ones comprised layers of germanium, silica, silver and gold. Some of the devices operated in air with high coupling efficiency in excess of 40dB and an estimated index sensitivity of \( \Delta \lambda / \Delta n = 90 \text{nm} \) from 1 to 1.15 index range while others provided an index sensitivity of \( \Delta \lambda / \Delta n = 12500 \text{nm} \) for refractive indices from 1.33 to 1.39.

2. FABRICATION AND CHARACTERISATION

The fabrication of the first type of SPR fibre device begins with the inscription of a grating in a UV photosensitive single mode fibre (hydrogenated standard telecommunications fibre) using a uniform phase mask (mask period = 1.0157 \( \mu \text{m} \)) mounted on a goniometer, tilted to a specific angle. Labels are added to indicate the orientation of the tilted grating. Next, the fibre is lapped down to 10 \( \mu \text{m} \) from the core-cladding interface; it has been estimated that the error associated with this lapping is approximately \( \pm 1 \ \mu \text{m} \). The labels on the fibre are used to indicate which region of cladding is to be removed so that the grating vector, the fibre axis and the normal to the lapped surface all lie in a plane. Thirdly, the flat of the lapped fibre is then coated with either gold or silver layer with a thickness of 38nm and 35nm respectively, using a sputter machine and mask.

The second type of SPR device is fabricated by firstly mechanically lapping a standard SMF fibre down to 10 \( \mu \text{m} \) from the core-cladding interface. Secondly, using RF sputtering, a series of coatings are deposited upon the flat of...
the lapped fibre. These coatings consisted of various numbers of layers and materials used such as germanium, silicon dioxide, silver and gold as described below. Thirdly, the coated fibre was exposed to a UV light interference pattern produced by a uniform phase mask with period 1.018μm through laser beam scanning and multi-exposure. This produced a surface relief structure which has dominant spatial periods of ~0.5μm and ~1μm. A series of fibre devices were investigated that consisted of various coatings with the two coupling mechanism that produce the surface plasmon resonances, see table 1.

<table>
<thead>
<tr>
<th>Sensor Type</th>
<th>Materials used in the construction</th>
<th>1st layer</th>
<th>2nd layer</th>
<th>3rd layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>UV grating inscribed in the fibre core</td>
<td>Device Ag Tilted</td>
<td>-</td>
<td>-</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>Device Au Tilted</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Device Au Tilted</td>
<td>48</td>
<td>48</td>
<td>-</td>
</tr>
<tr>
<td>UV post processed coating</td>
<td>Device Ge overlay</td>
<td>48</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Device SiO₂ overlay</td>
<td>48</td>
<td>48</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Device Ag overlay</td>
<td>48</td>
<td>48</td>
<td>32</td>
</tr>
<tr>
<td></td>
<td>Device Au overlay</td>
<td>48</td>
<td>48</td>
<td>-</td>
</tr>
</tbody>
</table>

The rationale for using these materials is in two parts. The first concerns the optical constants of the materials and the requirement that their dispersion relationships must allow coupling to surface plasmons at a metal–dielectric or semiconductor-dielectric interface; both Ge and Ag exhibit this behaviour. Secondly, Ge and SiO₂ layers are used due to the fact that it is known from studies of grating formation [12] that when exposed to UV light, Ge/GeO produces photobleaching and compaction of the material, thus producing a surface corrugation on the multi-layered structure.

Prior to UV processing the polarisation dependence had been investigated and a small variation in the overall transmitted optical power with polarisation was found. After UV exposure the devices were further characterised by observing the spectrum of the transmitted light as the azimuth of the polarisation state was changed. These devices now showed a significant variation with polarisation, which is discussed in reference 10. To do this characterisation, light from a broadband light source was passed through a polariser and a polarisation controller before illumination of the sample, with the transmission spectra being monitored using an optical spectrum analyser (accuracy of 0.005nm). The change in polarisation of the illuminating light was monitored with a polarimeter (Tektronix, PAT 9000B) via a polarisation maintaining coupler, see figure 1.
Figure 1. Scheme used for the characterisation of the lapped and multi or single-layer coated fibre devices; typical examples of combinations of layers used in the samples (A) Ge-SiO$_2$-(Ag or Au), (B) Ge-SiO$_2$, (C) Ge; a typical cross-section of the devices.

All the fibre devices showed polarisation dependence but the spectral responses differed between the two types of devices. Firstly, the tilted Bragg grating devices could be tuned and produced large extinction ratios over a very wide wavelength range; this occurred for either single or multi-layered coatings, see figure 2.

Figure 2 Evidence of surface plasmon resonances obtained at different wavelengths by varying the polarisation of the illuminating light on one device, (a) Au-TFBG, (b) Au-SiO$_2$-Ge-TFBG. Both devices had a 7 degree tilt angle and were submerged in a medium with a refractive index of 1.36.

Varying the polarisation for the surface relief type SPR fibre devices produced two resonances over the observed wavelength range, see figure 3.
Figure 3 Transmission spectra of the Ge-SiO$_2$-Ag (a) and Ge-SiO$_2$ (b) coated fibre devices surrounded by air for two polarisation states of the illuminating light.

It was also observed that polarisation sensitivity varied from device to device investigated, figure 4 and figure 5 show typical examples of the sensitivities of these devices.

Figure 4 (a) Transmission spectra of the Ge-SiO$_2$-Ag coated surface relief fibre device as a function of changing polarisation from maximum coupling in air. (b) The coupling efficiency of the resonances at 1390nm and 1550nm and (c) the wavelength shift of the coupling feature at 1390nm as the azimuth of polarisation of the illuminating light is changed from the position providing maximum coupling.
We are mostly interested in the potential of these SPR devices for chemical and biochemical sensing applications using wavelength and intensity interrogation. Whilst it may seem that the polarisation sensitivity of these SPR devices may be problematic, this can potentially be overcome by using polarisation maintaining fibre [13], or can be seen as another spectral property to be exploited. A detection scheme that does exploit this behaviour is angular interrogation [14]. Inspecting the transmission spectra in figures 2 and 5, there is no significant observed spectral feature associated with Bragg reflection from the gratings themselves. This is expected due to the fact their transmission profiles are very weak and that the interrogating light source is broadband and swamps the response.

3. REFRACTIVE INDEX SENSITIVITY

For refractive index sensitivity measurements the devices were placed in a V-groove and immersed in certified refractive index (CRI) liquids (supplied by Cargill laboratories Inc.) which have a quoted accuracy of ±0.0002. The devices and V-groove were carefully cleaned, washed in ethanol, then in deionised water and finally dried before immersion into the next CRI liquid. The V-groove was made in an aluminium plate, machined flat to minimise bending of the fibre. The plate was placed on an optical table, which acted as a heat sink to maintain a constant temperature. The V-groove was used in conjunction with the apparatus shown in figure 1. Figures 6 to 9 show some typical spectral index sensitivities measured for the devices.
Figure 6. (a) Transmission spectra of the Ge coated surface relief device as a function of refractive index (polarisation of the illuminating light chosen to maximise coupling at index 1.3). (b) Coupling strength and (c) Wavelength shift of the resonance as a function of refractive index.

Figure 7 (a) Transmission spectra of the Ge-SiO$_2$-Au coated surface relief device as a function of refractive index (polarisation of the illuminating light chosen to maximise coupling at index 1.36). (b) Coupling strength and (c) Wavelength shift of the resonance as a function of refractive index.
Figure 8 (a) Transmission spectra of the Ge-SiO$_2$-Ag coated surface relief device as a function of refractive index (polarisation of the illuminating light chosen to maximise coupling at index 1.36). (b) Coupling strength and (c) Wavelength shift of the resonance as a function of refractive index.

Figure 9 (a) Transmission spectra of the Ag coated tilted Bragg device (7 degrees) as a function of refractive index (polarisation of the illuminating light chosen to maximise coupling at index 1.36). (b) Coupling strength and (c) Wavelength shift of the resonance as a function of refractive index.

The highest wavelength spectral sensitivity to index was obtained with the Ge coating, which provided $\Delta\lambda/\Delta n$ ranging from 3200 nm to 12500nm, see figure 6. Some the devices exhibited strong coupling in air such as the Ge-SiO$_2$-Ag surface relief device which shows a decrease in coupling strength with increase in index, varying from 40dB in air to 7dB with a surrounding index of 1.39 and having a spectral sensitivity ranging from 710nm to 1200nm in the aqueous regime. The Ge-SiO$_2$-Au surface relief device gave index sensitivities ranging from 2000nm to 4500nm with increasing...
coupling strength from no coupling to 37dB. Considering the low index regime ranging from 1 to 1.15, the gold overlay fibre showed no coupling but the Ge-SiO$_2$-Ag and Ge-SiO$_2$ gave promising results with wavelength shifts of 90nm and 40nm along with 30dB and 17dB changes in optical coupling from index 1 (air) to 1.3, respectively. The differently configured SPR devices yielded different responses for various index regimes results with some out-performing others for a given index range. This behaviour is expected due to the different dispersion relationships for each of the materials used in the coatings along with how the surface plasmons are supported by the different physical structures of the coatings.

To obtain an estimate of the spectral sensitivity of these SPR devices for low refractive indices from 1 to 1.1 we use the approach given in REF 15, which is to calculate the propagating modes of a D-shaped fibre with coating using a conformal mapping technique and then implement Fresnel’s equations for a four layered system. The optical constants used in Fresnel’s equations were estimated by an effective medium approximation, the Maxwell-Garnett theory [16], which yields an effective dielectric function as a function of the fractional volume of the metal/semi-conductor within an effective layer. In this work the effective change of the surrounding index is determined within a sensing volume, which is the area of the coating multiplied by the spatial extension of the evanescent field associated with the surface plasmon perpendicular to the coating’s surface; a more detailed description is given in REF 6 and REF 11.

The experimental and theoretical results for wavelength and optical power spectral sensitivities are combined and shown in figures 10 and 11. These results are compared to a long period grating with a period of 240μm and a length of 5cm inscribed into standard single mode telecoms fibre. To attach any worth to these fibre sensors, their performance has to be compared to other sensor types in terms of wavelength shift (spectral sensitivity) and coupling strength variation (intensity sensitivity) as a function of index change. These results suggest the devices have potential in the low index regime and should demonstrate dramatic improvement in sensitivity/performance over LPG fibre devices in the aqueous index regime.

![Figure 10](image-url) Simulated and experimental wavelength spectral sensitivity comparison of some of the coated fibre devices (Tilted devices; SPR fibre devices that have a tilted Bragg grating written into the core of the fibre, S-R devices; SPR fibre devices with a surface-relief corrugation of the fibre coatings) as a function of refractive index along with a long period grating (period = 240μm, length 5cm).
Figure 11  Simulated and experimental optical power sensitivity comparison of some of the coated fibre devices (Tilted devices; SPR fibre devices that have a tilted Bragg grating written into the core of the fibre, S-R devices; SPR fibre devices with a surface-relief corrugation of the fibre coatings) as a function of refractive index along with a long period grating (period = 240μm, length 5cm).

4. CONCLUSION

We have investigated two types of surface plasmon resonance fibre devices with coupling mechanisms based upon either tilted fibre Bragg gratings or a surface relief structuring of the coating itself produced by ultra-violet exposure through a conventional fibre phase mask. The coatings used were both single and multi-layered thin films deposited on the flat side of a lapped D-shaped fibre. The various devices yielded different index sensitivities, with the single Ge coated device possessing the highest sensitivity in the aqueous regime while evidence suggests that the Ge-SiO₂-Ag coated device should be the most sensitive at low indices, both devices outperforming LPGs in these regimes. Some of the SPR devices have high coupling efficiency in excess of 40dB in air and the Ge-SiO₂-Ag coated device possessed an estimated index spectral sensitivity of $\Delta\lambda/\Delta n = 90\text{nm}$ and a coupling strength sensitivity of $\Delta I/\Delta n = 165\text{dB}$ in the index range from 1 to 1.15. A device with a single layer of Ge demonstrated an index spectral sensitivity of $\Delta\lambda/\Delta n = 12500\text{nm}$ over the index range of 1.36 to 1.39 with higher sensitivities obtained at higher indices.
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ABSTRACT

Micro/nanomanufactured electromagnetic metamaterials in the THz spectral range may help extending the use of metamaterials in transportation. S-string based THz metamaterials as manufactured by SSLS, in particular, the meta-foil, provide a promising platform for applications. Special emphasis may be given to antennas being conformal or quickly steerable or tunable for inter-traffic communication. Achievements by SSLS in co-operation with MIT and Zhejiang University are discussed and potential applications outlined.

Keywords: Electromagnetic metamaterials, meta-foil, micro/nanomanufacturing, THz frequency range, antennas, transformation technology, transportation

1. INTRODUCTION

Electromagnetic metamaterials (EM\textsuperscript{3}) have been considered for a broad variety of applications in automotive transportation ranging from radar to night vision in the THz and optical frequency spectral range. Examples include antennas for collision-warning systems and high-performance absorbing and shielding materials [1, 2]. EM\textsuperscript{3} are expected to provide new applications and functionalities, drastic improvements of performance, simple architectures, reductions of cost, size, and weight, and more, in future automotive electronics and, potentially, photonics applications. Such applications include beam steering antenna systems for radars, mobile communication antennas, novel magnetic materials for electric motors, and high-performance absorbing and shielding materials for electromagnetic compatibility [1, 2]. By analogy, aerospace may also benefit from such new elements and functionalities for the development of advanced systems.

Up to date, potential applications were mostly aiming at the GHz spectral range with antenna concepts and developments frequently based on transmission line technology [1, 2]. However, during the past years, the development of EM\textsuperscript{3} has spread to the THz range up to the visible [3-12], thus opening up new opportunities for applications with regard to the information rate that can be transmitted, the size and weight of components such as antennas, resonators, filters, reflectors, and absorbers. Ultimately, THz optical systems may be shrunk to the nanoscale as proposed by Engheta and co-workers [13].

Since 2002, SSLS has been working on micro/nanomanufactured EM\textsuperscript{3} in the THz range [3-8] based on the LIGA process including deep X-ray lithography [14]. This is a fresh technology that will enable new applications in transportation because of the new parameter range accessible. Using either rod-split-ring [3] or S-string designs [6] for the resonator structures, SSLS has developed high-aspect-ratio and free-standing EM\textsuperscript{3} for frequencies extending from 1 THz upwards to 216 THz. Free-standing EM\textsuperscript{3} do no longer need plastic matrices to embed metallic particles nor substrates upon which
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the metallic structures are deposited. Instead, they are either held in free suspension by window-frames or, most lately, they come as self-supported all-metal grids that are locally rigid and globally flexible like foils for which reason we dub them “meta-foils”. Window-frame-held chips already cover a comparably large active area of 56 mm$^2$. As the refractive index of such materials may vary from positive to negative, quite special spectral and spatial properties of filters, absorbers, reflectors, and antennas may be achieved.

Such materials represent an extension of the “tool kit” for future applications in transportation. In the following, we first give a short overview of Singapore Synchrotron Light Source (SSLS) as it provides the technology basis, describe then the status of THz EM$^1$ production and characterization at SSLS, and finally present a short outline of ideas for transportation applications.

## 2. TECHNOLOGY BASIS

SSLS is a user research facility with a user base of more than 500 [15]. It also works on commercial contracts like a “foundry” and an “analytical lab”. It features six operational beamlines and experimental facilities, and one new beamline is under construction. Research carried out by users and SSLS extends over many of the current hot topics as indicated in Table 1. A schematic layout including the experimental methods installed at the beamlines is given in Fig. 1.

<table>
<thead>
<tr>
<th>Accelerator physics/technology</th>
<th>Environmental</th>
<th>Materials research</th>
<th>Quantum technology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Art authentication</td>
<td>Ferroelectrics</td>
<td>Micro/nanomanufacturing</td>
<td>Semiconductor</td>
</tr>
<tr>
<td>Bioengineering</td>
<td>Forensics</td>
<td>Molecular electronics</td>
<td>Spintronics</td>
</tr>
<tr>
<td>Catalysis</td>
<td>Fuel cells</td>
<td>Nanoscience/technology</td>
<td>Thin films</td>
</tr>
<tr>
<td>Data storage</td>
<td>Graphene</td>
<td>Oxides</td>
<td>Water technology</td>
</tr>
<tr>
<td>Dilute magnetic semiconductors</td>
<td>Hydrogen storage</td>
<td>Pharmacology</td>
<td>Zeolites</td>
</tr>
<tr>
<td>Electromagnetic metamaterials</td>
<td>Imaging</td>
<td>Polymer electronics</td>
<td>Zoology</td>
</tr>
<tr>
<td>Engineering</td>
<td>Life sciences</td>
<td>Physics</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Research fields active at SSLS

Fig. 1: Schematic layout of SSLS.
where acronyms stand for: LiMiNT – Lithography for Micro and Nanotechnology: micro/nanomanufacturing facility; PCIT – phase contrast imaging and tomography; SINS – surface, interface, and nanostructure science; ISMI – infrared spectro/microscopy; XDD – X-ray development and demonstration; EPD – electron and photon beam diagnostics (all operational); XAFCA – X-ray absorption fine structure spectroscopy for catalysis (under construction); RSXS – resonant soft X-ray scattering (pending approval); remaining ADXRL, SyANAF, SMCF, LWPC, SAXS being proposals in various stages.

The development of THz metamaterials is one focal area of SSLS’ research. It involves micro/nanomanufacturing at LiMiNT and the spectral characterization by Fourier transform interferometry at ISMI. LiMiNT is a one-stop shop for micro/nanomanufacturing by means of the LIGA process network. Fig. 2 schematically details the process technology installed mostly in a cleanroom class 1000, and shows a photograph of the latter. For primary pattern generation, either laser writing at the DWL 66 (Heidelberg) or e-beam writing at the scanning electron microscope (FEI Sirion with Nabity Nanopattern Generator) is used. X-ray deep lithography is performed at the DXRL scanner. For electroplating and hot embossing, an MOT wet bench and a Jenoptik Mikrotechnik HEX 01 press are available. Auxiliary equipment for magnetron sputter deposition, plasma cleaning, spin coating, resist development in a fume hood, optical metrology, polishing, and dicing is completing the processes.

Fig. 2: LiMiNT facility for micro/nanomanufacturing based on the LIGA process (left); View of the cleanroom with DXRL scanner (foreground right), hot embossing press (foreground left), direct write laser system (centre right), and others (right).

ISMI is a state-of-the-art facility for infrared spectro/microscopy including the use of synchrotron radiation (Fig. 3) [16].

Fig. 3: ISMI facility with the IFS 66v/S under the dust hood, the Hyperion 2000 microscope being uncovered, and the HR 125 to the right.
It features a Bruker IFS 66 v/S Fourier transform interferometer with an infrared microscope Hyperion 2000 attached as well as a Bruker HR 125. Both FTIRs are operating under vacuum. The medium-resolution IFS 66 v/S is mainly used for the spectral characterization of the EM3.

3. MANUFACTURING OF THZ METAMATERIALS AT SSLS

Since 2002, SSLS is pursuing the development of rod-split-ring resonators and their tall high-aspect-ratio modification, the split-cylinders [3-5,8], as well as S-string metamaterials [6,7] introducing the first THz rod-split-ring EM\(^3\) in 2003 and free-standing S-string bi-layer chips in 2008. Their left-handed resonance pass-bands are located in the range from 1 to 216 THz. For an individual metamaterial, the precise control of the geometrical parameters via lithography and micro/nanomanufacturing is used to determine the resonance frequency. Figs. 4 and 5 show a series of rod-split-ring and split-cylinder examples as well as free-standing S-string bi-layer chips, respectively. In the latter, two window-frames each holding a free-standing array of S-strings are assembled under careful alignment such that the two S-string array layers are separated by a gap of typical width between 0.6 to 6.1 μm [6].

![Fig. 4: First rod-split-ring EM\(^3\) at 2.4 THz. 73 μm outer diameter (left); at 186 THz. 710 nm outer diameter (centre); double row of Ni split cylinders 300 μm tall. Scale bar 200 μm (right).](image1)

![Fig. 5: Free-standing EM\(^3\) S-string bi-layer chip at 2.2 THz. Bird’s eye view of about 2.2×1.6 mm\(^2\). Total chip area 56 mm\(^2\) (left); SEM close-up (right).](image2)

The latest development aims at free-standing all-metal grids of upright S-strings interconnected by transverse metal rods, the meta-foil. Fig. 6 depicts a drawing in which parallel S-strings and transverse rods occurring at every second period can be seen. Such a space grid is locally rigid and globally flexible. It can be handled like a foil and fulfills the common notion of a material. Fig. 7 shows a meta-foil made of gold. The left-handed resonance pass-band is at 3.2 THz. With the meta-foil, we have a powerful and flexible technology that may be used for various components from which THz optical systems may be built. Filters, reflectors, absorbers, and quarter-wave plates [17] may be achieved by designing the geometry such as to set the refractive index \(n\) and the wave impedance \(Z\) to the required values. Fig. 8 shows an example of the variation of \(n\) versus frequency for various values of the parameter “\(a\)” that stands for the length of an S. This result implies that with a precise control of the geometric parameters in the micro/nanomanufacturing processes, meta-foils with different refractive indices may be realized.
Fig. 6: Drawing of a free-standing all-metal space-grid formed by S-strings and interconnecting rods.

Fig. 7: Meta-foil consisting of free-standing all-metal space-grid formed of upright S-strings and interconnecting rods. Scale bar 100 μm.

Fig. 8: Variation of refractive index of a meta-foil versus frequency for various values of the length of an S.
4. APPLICATION IDEAS

Transportation involves (tele)communication between traffic participants as a very essential element. Information about position, velocity, and acceleration of the individual participants and its update at a sufficiently fast rate are vital. The optimization of speed, travel duration, and, relatively, energy consumption, the travel safety such as avoidance of collisions, undue excursions of orbits in space and on the road, all require a detailed knowledge of the respective orbits of all traffic participants. This holds for earthbound automotive transport as well as for air traffic and space flight.

The interest in developing automotive radar sensors for adaptive cruise control and pre-crash safety systems has greatly increased [1]. Considering traffic on roads, the importance of avoiding collisions with any object, not only other traffic participants, but also civil engineering structures like bridge pillars, beam barriers, and trees cannot be overstated. In addition to the negative aspect of avoidance of accidents and damages, there is also a very positive one which is centered on the optimization of traffic in terms of energy consumption, travel time and comfort. It strongly depends on speed and throughput of telecommunication systems, in other words, on bandwidth, quality, and minimal cross-talk of transmission systems. Assuming existence of such systems, a smart swarm management may become possible to save energy which would enable a strong distance and velocity dependant coupling among participants. In trains, such coupling is achieved mechanically. If it is to be realized electromagnetically, then fast diagnostics coupled with fast energy storing and releasing systems and a coupling from participant n to participant n+m by broadcasting the status information among all participants of a swarm will be needed.

Such visions require advanced communication systems which THz EM\(^3\) could contribute to. Antennas are key components of such communication systems. If they are made from or including metamaterials, they may have advantages in terms of ease of steering, directivity, good tunability, conformability, size and weight. Metamaterial-based antennas can have a good steering capability because both the permittivity and permeability (or the refractive index) of the metamaterial can be tuned from negative to positive values, and therefore, it is much easier to design different phase distributions to get (or steer) different radiation pattern of the antenna. The tunability of the metamaterial can be achieved with microwave varactors in the microwave frequency band. Fig. 9 (left) shows one type of the metamaterial sample which is based on the single side paired S-ring resonators [18]. In each S-ring unit, Philips BB-143 type varactors are mounted in the center to control the electromagnetic properties of the cell. Only one external voltage bias is required to control all the cells simultaneously in the experiment. Fig. 9 (right) shows the far field radiation pattern of the prism-like sample as a function of the voltage bias at 3 GHz. We could see that the beam can be steered by controlling the voltages. Fast steering of antennas at a rate that cannot be attained by mechanical means may be of a premium. At a car speed of 108 km/h corresponding to 30 m/s, the determination of car position, velocity, and acceleration should be made in less than 3.3 ms such that translations do not become larger than, say, 0.1 m to avoid collisions or derouting. This might be difficult to achieve with mechanical systems.

By incorporating semiconductors in critical regions of metallic split-ring resonators, tunable metamaterials operating at THz frequencies can also be realized. Chen et al. demonstrated that external optical control results in tuning of the metamaterial resonance frequency by 20% [19]. Moreover, since metamaterials can work in a pass-band mode when both their permittivity and permeability are negative, and in a stop-band mode when either permittivity or permeability is negative, we can control the metamaterial, by properly changing the capacitive value of the varactor, to work in a stop-band mode so that the wave cannot radiate out. In this case, the antenna is turned off and working in a stealth mode. Therefore, a metamaterial-based antenna can be controlled to work in transmission mode or in stealth mode.

For a moving object, aerodynamic or hydrodynamic considerations often result in strict requirements on the shape of the antenna. Conformal antennas are therefore very important because they can be integrated with aerodynamic structures and reduce drag. With the introduction of metamaterials, it is much easier to design antennas that can be conformal to any shape but still keep the designed radiation pattern. For example, designing an antenna array with high directivity but conformal to a curved surface (or a very rough surface) is not easy to achieve based on conventional antenna design technology. Luo et al. have shown a new concept of conformal antenna utilizing transformation technology and inhomogeneous metamaterials, based on which a spherical coating with some proper current source distributed in the inner surface has the same radiation pattern as a three-unit array antenna [20]. Fig. 10 shows the radiated field distribution of the spherical conformal antenna and that of a three-unit array antenna, respectively. From the results we can see that the conformal antenna has an identical far-field distribution as the array antenna.
With the combination of the metamaterials and the transformation technology, Kong et al. have shown how focusing parabolic antennas may be replaced by low profile planar ones [21]. In the original parabolic antenna design, the feeding source is located at the focal point. The electromagnetic wave excited by the feeding source can form a highly directive beam after the reflection from the parabolic conducting surface, as shown in Fig. 11 (left). In a low profile planar antenna design, a thin metamaterial slab with inhomogenous and anisotropic parameters is used in front of the source. When the wave is radiated from the source into the metamaterial slab, it will be guided, reflected, and radiated out with a similar pattern as that of the parabolic antenna. The field distribution of the low profile planar focusing antenna is shown in Fig. 11 (right) where we can see that the far field distribution is almost the same as that of Fig. 11 (left).
In addition, the use of metamaterials to direct the emission of an embedded source into a small solid angle was analysed by Enoch et al. [22]. As another example of directivity, Zhang et al. studied a spatially variant metamaterial to show how the emitted rays can be arbitrarily directed depending on the position of the source dipole in the metamaterial [23]. These metamaterial-based antenna designs are very helpful for space and transportation applications.

The payoff of the metamaterial-based design technology is potentially very significant. It may redefine the way steering antenna structures are built. Expensive and heavy electronic modules may be replaced by simple lightweight metamaterial substrates equipped with some active elements so that significant gains in space, weight, and cost can be obtained. These properties indicate the superiority of the metamaterial-based antenna in future applications.

Meta-foils as described above are natural candidates for systems architectures following the MIT/CETA work [21, 23]. They can also be directly used for concepts as described by Enoch et al. [22]. Related components such as sub-wavelength cavity resonators as introduced and discussed by Engheta and coworkers [24, 25] require sandwiching a metamaterial in between metal slabs, thus, meta-foil slabs would be ideally suited for such kind of geometry as well.

5. CONCLUSION

Micro/nanomanufactured THz electromagnetic metamaterials, in particular, meta-foils are a powerful and promising technology platform for interesting applications in transportation with a special emphasis on antennas that may be conformal, quickly steerable, and tunable.

ACKNOWLEDGEMENTS

Work partly performed at SSLS under DARPA HR0011-06-1-0030, NUS Core Support C-380-003-003-001, A*STAR/MOE RP 3979908M and A*STAR 12 105 0038 grants. HSC would also like to acknowledge the Chinese National Science Foundation under contract 60801005 and the ZJNSF under grant R1080320.

REFERENCES

Multimaterial photosensitive fiber constructs enable large-area optical sensing and imaging
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Abstract

The process of optical imaging and the use of a glass lens have been hitherto inseparable since it is the lens that is responsible for mapping incoming rays to form an image. While performing this critical role, the lens, by virtue of its geometry and materials composition, presents constraints on the size, weight, angular field of view, and environmental stability of an optical imaging system as a whole. Here, a new approach to optical imaging is presented. Tough polymeric light-sensing fibers are suspended on a frame to form large-scale, low-density, two- and three-dimensional photonic meshgrids. While a single grid can indeed locate a point of illumination, it is the stacking of a multiplicity of such grids, afforded by their essential transparency, which allows for the detection of the direction of illumination with a wide angular field of view. A surface-spanning-arrangement of such fibers is used to extract an arbitrary optical intensity distribution in a plane using a tomographic algorithm. Lensless imaging is achieved by a volumetric fiber assembly that extracts both the phase and intensity distributions of an incoming electromagnetic field, enabling one to readily determine the object from which the field originally emanated.

The use of lenses for optical imaging has dominated optics since antiquity with no fundamental changes since, except for improvements in design and fabrication. The performance and size of any optical imaging system is usually determined by the quality and size of the lens(es) included in that system. The search for alternative approaches to optical imaging that do not rely on lenses, so-called lensless imaging, has had a venerable history. The common factor amongst all previous attempts is the introduction of a new optical system, usually an interferometer, which transforms the optical field before recording the intensity using a conventional optical-d detector array. A recent attempt demonstrated three-dimensional lensless imaging using a sophisticated interferometric arrangement and a novel computational algorithm [1]. In this paper we demonstrate a distinct, non-interferometric approach to lensless optical imaging that relies on a volumetric sampling of the electromagnetic field that is enabled by semitransparent 3D arrangements of photodetecting fibers.
In the limit of geometric optics, where diffraction and interference effects are negligible, light is described by rays. A complete description of a ray is given in terms of a direction of propagation vector and a point of intersection with a plane [2]. The function of an optical component, such as a lens (shown schematically in Fig. 1A), may be represented in this limit by a matrix which maps the incoming rays to outgoing ones. In other words, a lens is an analog computer that applies a specific transformation, determined by the shape and index-of-refraction of the lens, to the parameters representing each ray. One of the main goals of this paper is to demonstrate that complete identification of the parameters describing the rays enables one to replace this analog computer (lens) with a digital computer. This is of importance for the long-standing effort in microscopy devoted to improving the resolution of diffraction-limited imaging [3]. However, optical detectors normally register only the location of an incident ray, but not its direction. An optical detector capable of registering both, in other words a directional light detector, would then acquire all the parameters needed to implement the...
effect of any optical device or process computationally by simply performing the corresponding transformation (not necessarily restricted to being linear) or series of transformations.

In the wave-optics formulation of optical imaging, light is represented with a complex field distribution. The intensity of the diffracted field transmitted or reflected by an object, and recorded by a 2D optical-detector array, has little resemblance to the object at distances much larger than the wavelength of light. A lens, in this case, provides a phase modulation to the incident diffracted field that leads to the formation of a sharp image when combined with the effect of free-space propagation for a specified distance after the lens [2]. While conventional optical detectors measure the amplitude (intensity) of the field, there is no direct access to the phase. However, if the amplitude and phase of the diffracted field are detected, one could simply ‘back-propagate’ the optical field computationally (by implementing the Hermitian conjugate of the propagation operator) until a sharp image is formed at the correct distance separating the object from the detection plane. In X-ray imaging, similar lensless approaches have recently been demonstrated [4, 5] motivated by the lack of large-numerical-aperture X-ray lenses. Optics, however, cannot benefit from this class of lensless approaches since an extremely large detector array would be required at optical wavelengths.

An optical detector obstructs the path of a ray since light detection is, in general, a destructive process. Nevertheless, an optical array made sufficiently sparse will offer little disturbance to the incident field. If one arranges for two such arrays to be placed in the beam path, the location and direction of a ray is easily determined. In Fig. 1B we show one possible implementation of a directional light detector in the geometric-optics limit that makes use of two transparent optical-detector arrays separated by a distance \( d \). The first array registers the location of the input beam, which continues its path, only slightly perturbed, to the second web which records the new position of the beam. One may then easily compute the angle of the beam from knowledge of the two locations and the distance between the planes of the webs. The angular resolution of this arrangement is determined by the ratio of the spatial resolution of a web to \( d \), and the angular bandwidth is limited by the ratio of the size of the array to \( d \).
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Fig. 2. (A to C) (A) An optically sensitive fiber (diameter $\Delta$) detects a line integral of the incident intensity distribution $I(x, y)$. The inset shows an SEM micrograph of the metal-semiconductor-metal fiber cross-section (1.25-mm outer diameter) showing four electrodes in contact with a photoconductive glass core. (B) An image of the letter ‘E’ is projected onto a 32x32 fiber web. The detected signal from the web rows and columns (constituting 2 orthogonal parallel projections) are also shown. The image of the letter ‘E’ itself is formed on a white sheet placed behind the essentially transparent web. (C) Reconstructing the image using the backprojection algorithm as a function of the number of angles the projections are taken at. These projections are obtained by rotating the object transparency (shown on the far right), 1 angle: 0º; 2 angles: 0º, 45º; 3 angles: 0º, 30º, 60º; 6 angles: 0º, 15º, 30º, 45º, 60º, 75º; and 18 angles: 0º to 85º in 5º steps.

Several obstacles, however, make the physical implementation of such a conceptually simple scheme prohibitive. One obstacle concerns the area of the optical-detector array. Typically, the array is constructed out of point, zero-dimensional (0D), detectors in the form of pixels integrated on a chip (such as CCD chips), which are limited to small areas, and a lens is required to collect the light and deliver a focused image to the chip. Alternatively, an arrangement of separate, individual point detectors can cover a larger area, but only a small portion of the field is intercepted by each detector. To obviate the above restrictions, we construct a transparent optical detector array that minimally impedes the propagation of the incident beam. The use of two such arrays, separated by some distance, allows one to easily determine the path that the light ray traversed. (Fig. 1C shows a photograph of such an arrangement.) Unlike other detectors, our arrays can be made arbitrarily large and hence have large angular bandwidth, corresponding to the numerical aperture having a value of 1. Our approach consists of constructing the array from one-dimensional (1D) light-sensitive elements in lieu of 0D elements. This is made possible by our recent success in fabricating a family of optoelectronic
fibers [6], constructed from insulators, semiconductors, and metals, which are particularly suitable for our purpose by virtue of combining optical and electrical functionalities. Specifically, the class of fibers that we make use of in this paper is that of fibers constructed of a photoconductive glass [7] core contacted to metal electrodes that run along the length of the fiber [8], and is then surrounded by a protective, transparent polymer cladding [9] (see the inset of Fig. 2A). When light impinges on the external surface of this fiber, an electrical signal is produced in the form of a change in current in an external circuit. This fiber structure offers several advantages that address the abovementioned difficulties of 2D arrays. First, the array consists of only $O(N)$ 1D elements that are sensitive to light along their whole length and collect a considerable amount of optical power, hence allowing the construction of sparse arrays. Second, these fibers can be of long length, resulting in large-area arrays. The fact that the electrodes run along the fiber in contact with the core alleviates the problem of electrical connections. Third, the fibers are mechanically tough, yet very flexible, which facilitates the construction of an optical array on a curved surface such as a sphere or a cylinder [10]. This also opens up the exciting prospect of incorporating such a fiber array in a fabric, thus producing optically functional clothing. Fourth, the fibers are essentially transparent, and an optical beam incident on an array of such fibers is only slightly perturbed. This advantage, when coupled with the flexibility of the fibers, allows the exploration of 3D arrays of arbitrary geometry which are capable of performing optical tasks beyond those of conventional 2D arrays, such as lensless imaging, for example. To distinguish our proposed optical-detector arrays constructed out of 1D optoelectronic fibers from conventional arrays, we call them ‘fiber webs’.

Consider a 2D web constructed of straight fibers on a square grid (although arbitrary grid geometries may also be constructed). The location of an incident ray of light, or any separable intensity distribution $I(x, y)$ in the form $I(x, y) = I_1(x)I_2(y)$, may be determined in a straightforward manner from the signals detected by the rows and columns. However, it is not obvious how such an array can determine the distribution of an arbitrary intensity distribution. An important observation brings to the fore which body of theoretical work is of relevance to this problem. Note that each fiber detects the incident intensity distribution along its whole length. A fiber, of length $L$ and thickness $\Delta$ ($\Delta \ll L$) placed along the line $x \cos \theta + y \sin \theta = t_1$ in an optical field having a two-dimensional intensity distribution $I(x, y)$, as illustrated in Fig. 2A, generates a photocurrent that is proportional to the intercepted optical power, $P_o(t_1)$, given by

$$P_o(t_1) = \int_{\text{fiber area}} dx dy I(x, y) \approx \Delta \int dx dy I(x, y) \delta(x \cos \theta + y \sin \theta - t_1) ;$$

where $t_1$ is the intercept of the fiber with the $t$ axis, which makes an angle $\theta$ with the $x$ axis. The intercepted power is thus a line integral of the intensity distribution along the fiber. Consequently, the measurements performed by a set of parallel photodetecting fibers form a parallel projection of the incident intensity distribution. The term ‘parallel projection’ is that used in the literature on computerized axial tomography.
(CAT) [11] and refers to the measurements performed by a linear array of point detectors placed on one side of a 2D object of interest, when a linear array of point sources (e.g., X-rays) is placed on the opposite side of the object. Each point detector measures the line integral of the X-ray attenuation of the object along the line connecting it to the opposing point source. In our case, each fiber records the line integral of the intensity distribution of the optical field along its length. An example of a parallel projection produced by a fiber web is shown in Fig. 2B, where a 32×32 fiber web (of dimensions 24×24 cm²) intercepts an image of a letter E. The image is produced by a white-light lamp (Xe-Hg) illuminating a transparency with dimensions 14×14 mm² placed at a distance of 1.2 m from the web. No lens is needed to form an image of the object transparency in this case because of the large dimensions (relative to the wavelength of light) used, highlighting the unique advantage of an array having such a large area. The two orthogonal parallel projections obtained by the rows and columns of the web are displayed, demonstrating the uniformity of the responses of the different fibers to the incident intensity distribution.

Although the physical mechanisms of X-ray detection in a CAT arrangement and the detection of light using a fiber web are completely different, they are, surprisingly, mathematically isomorphic, allowing us to import the theoretical foundations of CAT for use in the problem at hand. In particular, we may employ the backprojection algorithm [11], commonly used in CAT, to reconstruct an estimate of the impinging optical intensity distribution. This algorithm enables one to reconstruct an arbitrary two-dimensional distribution from one-dimensional parallel projections taken along different directions. In the case of X-ray CAT scans, the array of point sources and point detectors are usually rotated simultaneously around the object. In the case of fiber webs there are several strategies to achieve this: (1) rotating the fiber web; (2) using adjacent or interleaved fiber webs, each rotated by an angle with respect to each other; or (3) rotating the object that is imaged. In Fig. 2C we show the reconstruction results of the image, obtained using the backprojection algorithm, while increasing the number of projections recorded while rotating the object transparency. Note that the image, consisting of 1024 pixels, is produced by using 64 fibers only.

Having the intensity distribution in hand, we are now in position to discuss the general case of optical imaging using electromagnetic diffraction theory. We demonstrate that two fiber webs can be used to reconstruct an object from diffraction intensity measurements employing the phase retrieval algorithm [12-14]. In its simplest form, this algorithm iteratively obtains the phase of a wavefront if the amplitude is known in two different planes. The idea proceeds as follows. We use two planar fiber webs, located at two distinct diffraction planes, and obtain the incident 2D intensity distributions from both (by means of the CAT algorithm outlined above); we then implement the phase retrieval algorithm to retrieve the phase of the wave front [15]; knowing the complex field at the first web, we can ‘back-propagate’ the wave front computationally until an estimate of the object is obtained.
We demonstrate the feasibility of this approach by producing the image of a pattern consisting of three slits (of width 158 \( \mu m \), separated by 158 \( \mu m \) each) illuminated with light at 830 nm. The 2D intensity distribution data obtained by a fiber web at two different locations in the far-field of the object is depicted in Fig. 3A. We implemented the phase retrieval algorithm on the two obtained intensity distributions to reconstruct the phase of the wave front, and subsequently we estimated the field at distances receding from the first web. A set of these estimates is shown in Fig. 3A. All the estimates are blurred until we approach the location of the object where a clear image is formed. Calculated fields back-propagated beyond this distance are blurred once again. Images of objects with more detail will require webs with a larger number of fibers. Note that this system has an infinite depth of focus, i.e., an image is formed of the object regardless of the distance of the object from the webs, provided that the diffracted field, at the locations of the two webs, is intercepted. Furthermore, the image reproduces the object with its real physical dimensions and also determines its physical distance from the webs. In Fig. 3B we plot the amplitude and phase of the optical field at three locations: the planes of the two fiber webs.
webs and the object plane. The measured amplitudes at the planes of the two webs are compared to the amplitudes calculated using the object by employing diffraction theory and the reconstructed phases are compared to calculated phases. Note that discrepancy occurs between the reconstructed and calculated phases only at those locations where the amplitude is small, and the phase become less meaningful. Note that the reconstructed phase at the object plane reveals a linear phase distribution across the object plane instead of the expected zero phase, which indicates that the plane of the slits was slightly tilted with respect to the incident beam wave front.

It is important to stress that the amplitude and phase represent a complete representation of the optical field. The human eye, for example, implements a specific transformation (that of an iris followed by a lens) with variable parameters, before detecting a 2D intensity distribution. Any such optical process may be carried out on a digital computer by manipulating the full information about the field. One could, for example, prepare a hologram using this information. One may also implement object-recognition algorithms that will benefit from the availability of the complex optical field instead of relying on a 2D intensity image. Moreover, although the specific demonstration reported here makes use of a coherent light source (optical bandwidth of approximately 6 nm), a white light source could also be used. This would require using a generalized phase retrieval algorithm that formally handles broadband light, which has been explored and demonstrated in Ref. [16] for an approximately 200-nm wide optical spectrum.

In principle, by virtue of obtaining a complete description of the electromagnetic field, this approach may be used to image 3D objects that are translucent enough so that excessive occlusion does not occur. Furthermore, one can arrange for the photoconductive glass core in the fibers to be responsive in different regions of the optical spectrum [17]. One can also arrange to reduce the detected optical bandwidth by surrounding the fibers with resonant photonic-bandgap structures [6, 18, 19]. Using fibers provided with optical sensitivity at different wavelengths allows one to produce color images. Although the fiber webs used in this paper detect light and form an optical image (and in that sense can be said to ‘see’), one can substitute the photoconductive glass in the core with other families of glasses that are sensitive to other physical quantities, such as temperature or chemical contaminants [20]. Webs constructed of these fibers, coupled with the use of the same principles outlined above, will yield ‘images’ in these parameter spaces, and can thus be said to see, sense heat, and smell. In conclusion, we have demonstrated non-interferometric lensless optical imaging using a three-dimensional photonic-fiber meshgrid. Such a meshgrid determines the position and direction of rays of light or the amplitude and phase of an electromagnetic field. Using a combination of a tomographic algorithm and the phase retrieval algorithm, a computational image of an object is formed with its physical dimensions and at its true location. Finally, one of the scientific objections to H. G. Wells’ 1897 novel, “The Invisible Man,” [21] was that such a man would necessarily be blind. Although our fiber meshgrids are not strictly invisible, we have shown that objects that are almost transparent may, in a meaningful sense, ‘see’.
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[7] The photoconductive glass used was the amorphous chalcogenide semiconductor As₄₀Se₅ₒTe₁₀Sn₅.

[8] The kilometer-long fiber was obtained from a macroscopic cylindrical preform, 33-mm diameter and 25-cm length, which consists of a As₄₀Se₅ₒTe₁₀Sn₅ core [4] contacted by four tin (Sn) metal conduits that are encapsulated in a protective polymer Polyethersulfone (PES) cladding.


[17] For example, by changing the percentage of Te in the glass we used we can change the absorption edge from 0.8 μm (0 %) to 1.5 μm (20 %).


[20] These glasses belong to the same family of chalcogenide glasses that we used in the construction of the fibers discussed in this paper. The only difference is in the change of the chemical formula for the glass. For example, Te-rich glasses have a high thermo-electric coefficient.
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ABSTRACT
We present a novel technique to fabricate low cost mass replicable plastic HUDs for the transportation industry. HUD are implemented in numerous sectors today (in avionics, automobile, military, machinery,…). Typical implementations include an optical combiner which produces the desired virtual image while leaving the field mostly unaffected by the optics. Such combiners optics are usually implemented as cumbersome catadioptric devices in automobile, dichroic coated curved plates, or expensive volume holograms in commercial and military aviation.
We propose a novel way to design, model and fabricate combiner masters which can be replicated in mass by UV casting in plastic. We review the various design techniques required for such elements and the novel mastering technology.

Keywords: Head Up Display, Helmet Mounted Displays, Holography, Diffractive Optics, Plastic embossing.
1. INTRODUCTION

The transportation industry is a heavy user of displays today. Avionics have usually introduced the technology which has been adapted afterwards to the automotive industry. This is the case for flat panel displays (CRTs, LCDs and more recently OLEDs) displays, which are now becoming standard features in cars for GPS and video display, and touch screen displays based on the same technology. This is also true for Head Up Displays (HUDs). HUDs have been introduced to avionics in the 1960s, and have been transferred to automotive in the early 1990s, first in police and other specialized vehicles, and today in higher class cars, such as the Chevrolet Corvette; the Pontiac Grand Prix, in Mercedes, BMW and the Citroen C6. In most cases; the technology consists of an optical combiner and a display system incorporating imaging optics (see fig.1) [1].

![Fig.1: Conventional HUD architecture in automotive today.](https://www.spiedigitallibrary.org/conference-proceedings-of-spie)

The optical combiner is a key element in the HUD system. We review below the various combiners used today in the transportation industry.

2. HUD SYSTEMS AVAILABLE TODAY IN INDUSTRY

- HUD systems using holographic combiners

Holographic combiners are volume Bragg gratings which are acting as transparent plates for the incoming field and reflection or transparent holograms for the display to be superimposed on the field. Such elements can introduce imaging characteristics which are very desirable since the number of imaging optics can be reduced dramatically (footprint, weight, volume). In the case of reflection holograms, the Bragg planes are nearly parallel to the substrate, whereas in transmission holograms, the Bragg planes are more or less normal to the substrate. Holographic combiners have been introduced very early, for military avionics applications. HUDs based on volume hologram combiners are very performant and relatively small, but have a short lifetime due to the deterioration of the organic polymer composing the holographic media (Dichromated Gelatin –DCG-, Silver Halides, Photopolymers, …), under UV, humidity and high temperature exposure. Furthermore, most holograms are not perfectly transparent to the field, and therefore create a darkened field area which can be dangerous for the driver during night operation.
- **HUD systems using curved dichroic combiners**

Dichroic combiners are made of several thin films which act as a mirror for a specific illumination angle and color (the HUD display), and as a transparent substrate for other angles (i.e. the field). When curving the dichroic substrate, one can introduce a diverging lens functionality which will produce in the driver’s field of view a virtual image floating in front of the vehicle. Such combiners can be made of plastic [2] and can thus be replicated with relatively low costs by plastic molding followed by a thin film coating. However, such combiners need to have a non planar surface in order to implement optical imaging; which is in most cases not desirable, especially in automotive applications. Similarly to holographic combiners, dichroic combiners are not completely transparent, tend to have a color hue and thus darken the field.

- **HUD systems using catadioptric optics and windshield combiners**

Using the windshield as the natural combiner element seems to be the most straightforward way to implement an HUD in the automobile industry. However, this configuration poses several problems. First, the windshield has to be relatively reflective on its first surface to produce enough brightness in the image when viewed in sunlight. Second, parasitic reflections from the outer surface of the windshield (or from intermediate surfaces) should be reduced to avoid ghosts. Third, the curvature of the windshield (different from car to car) has to be compensated in the design of the large catadioptric reflective mirrors used to produce the virtual image (usually buried within the dashboard). Fourth, a large amount of space is used to produce the relay optics in the dashboard to produce the desired image. Nonetheless, this technique is now implemented in many high end cars on the market (Corvette, etc…).

- **Other HUD systems.**

Other combiner technologies have been proposed in order to alleviate the problems encountered with the previous three technologies. These include projecting an infrared image onto a doped windshield which would in turn produce a fluorescent image [3] to the driver. However, this image will be located in the windshield, not in front of it. Another technique consists of using a laser scanner a projecting a wire framed or pixelated image in full RGB colors in the far field, by using a flat combiner [4], or by using a dynamic holographic projector to project an image in the far field [5].

### 3. REQUIREMENTS FOR HUD IN AUTOMOBILE

In order to define a better way to design an optical combiner for HUD applications, let us review the various requirements [6] for HUD combiners:

a) - an HUD combiner for automotive has to integrate both the combining and imaging functionalities (no large optics hidden in the dashboard)

b) - an HUD combiner for automotive has to be cheap, and mass replicable.

c) - an HUD combiner for automotive has to be transparent to the field (neither darkening nor coloring the field)

d) - an HUD combiner for automotive has to be safe, therefore should be made of plastic instead of glass.

e) - an HUD combiner for automotive should be as small as possible, and integrate all the functionalities in the substrate (potentially also the display generation).
4. DIGITAL DIFFRACTIVE COMBINER SOLUTION

In order to address the various requirements described in the previous section, we propose to use a plastic diffractive combiner replicable in mass by UV embossing. Our first architecture works in transmission with an LED or laser pico-projector (see fig.2).

- Full color is achieved by time sequencing the three colors generated by three lasers (or LEDs) and a single microdisplay.

- Optical power is achieved by the introduction of an off-axis Diffractive Fresnel lens phase profile [7],[8] which is optimized for the off-axis illumination scheme described in fig.2.

- Diffraction of the three wavelengths is achieved by the use of Harmonic (or multi-order) diffractive structures, a technique that has been developed originally for hybrid optics [9] [11].

- High overall diffraction efficiency through effective analog surface relief elements is achieved by binary sub-wavelength grating carriers [8], which implement an effective refractive medium (EMT: Effective Medium Theory) [10], [12], [13]. Therefore, although the structures constituting the element are sub-wavelength, the resulting diffracted angles remain small (several degrees).

![Image superimposed on incoming field](Image)

**Fig.2: Digital diffractive HUD combiner architecture**

5. DESIGN OF THE DIGITAL DIFFRACTIVE COMBINER ELEMENT

The basis of our HUD combiner architecture resides in the way it discriminate between the diffraction efficiency at one (or several) specific wavelengths for a fixed angle (the projected image onto the combiner), and the diffraction efficiency of the wide spectrum incoming field (which is relatively normal to the combiner). In an ideal case, the first should be maximal and the latter minimal. This can be achieved by slanting the sub-wavelength gratings into a direction that produces the highest efficiency for the laser illumination and the lowest efficiency for the incoming field.

We are thus triggering the effects of volume hologram Bragg gratings (spectral and angular bandwidths in the various Bragg regimes) with a thin diffractive element with tilted sub wavelength structures.

The whole gamut of optical design techniques are used for our digital element (see Fig.3), beginning with ray tracing in a conventional optical design program to compute the aspheric...
phase profile, to fringe generation and broadband diffraction operation through scalar diffraction theory to rigorous electromagnetic methods through the effective medium theory (EMT).

![Flow chart of the design process for our digital diffractive combiner.](image1)

**7. FABRICATION TECHNIQUES USED TO PRODUCE THE COMBINER MASTER**

a) Conventional mastering techniques

Conventional fabrication of microstructures that can yield high efficiency such as multilevel surface relief elements [14] [15] can be performed by optical lithography using several successive masking layers (see fig. 4).

![Conventional fabrication technology](image2)

**Fig.4: Conventional fabrication technology**
b) Optimized techniques for slanted gratings

In order to produce more complex structures required to produce the diffraction efficiency selections from wavelength and angle, we propose to use a fringe writing technology linked to a fringe locking scheme as depicted in Fig. 5.

![Diagram of a holographic write setup](image)

*Fig. 5: Direct holographic write in thick resist with a fringe locker*

Such a fringe write can produce slanted gratings and other type of structures which cannot be produced by traditional lithography methods.

8. REPLICATION TECHNIQUES TO MASS PRODUCE THE COMBINER

The replication of our diffractive combiners will be performed in plastic sheets by UV embossing or roll embossing (see fig.6), or even with nano-imprint techniques [16].

![Diagram of replication techniques](image)

*Fig. 6 Mass replication of diffractive structures using embossing or injection molding*
9. FIRST EXPERIMENTAL RESULTS

We have fabricated the first generation of digital diffractive combiners in a quartz substrate. The combiner is shown in Fig. 7 as well as the surface topology of test structures implementing the EMT effective index.

![Image of diffractive combiner and surface topology](https://www.spiedigitallibrary.org/conference-proceedings-of-spie)

*Fig. 7: First generation digital diffractive combiner and surface topology of test structures implementing the EMT effective index.*

Fig. 8 shows the first optical experiments with this combiner on an LCD display in transmission. The original object (image on the microdisplay) is shown on the top part. The focus is set on the microdisplay color pixels. We show here the results through two off-axis diffractive combiner lenses, one with standard binary structures, and the other with subwavelength EMT structures. The digital combiner on the lower left side has been lithographically patterned as a conventional binary off-axis diffractive lens, thus yielding two conjugate orders, carrying both the virtual and real images generated by the microdisplay.

![Image of optical experiments](https://www.spiedigitallibrary.org/conference-proceedings-of-spie)

*Original object on HUD microdisplay (focus is on the color microdisplay pixels)*

![Image of binary lenses](https://www.spiedigitallibrary.org/conference-proceedings-of-spie)

*Fig. 8. First optical tests on digital binary combiners*

The digital combiner on the lower right side has been fabricated with binary vertical subwavelength EMT structures, this yielding only one diffraction order, carrying the virtual image of
the microdisplay. The microdisplay used was here a simple color LCD screen, thus showing that such combiners (both in conventional and EMT modes) can produce decent images with sources that have neither temporal nor spatial coherence. However, for better efficiency and a sharper image, a laser pico-projector will be used.

10. CONCLUSION

We have proposed a novel way to design and fabricate a planar digital HUD combiner that can be replicated in mass by plastic embossing. The digital combiner mimics the traditional angular bandwidth of thick volume Bragg holograms with thin plastic sub-wavelength tilted binary structures. First prototypes have been using EMT theory and conventional lithography. Next prototypes will be fabricated as slanted structures by a fringe writer with phase locking capabilities.
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ABSTRACT

Recently there has been strong interest in wireless white LED (WLED) communication link applications in airplanes and avionics platforms for size, weight, cost, and electromagnetic interference (EMI) reduction. Wireless WLED link has additional advantage of providing network security because the optical signal from WLED link is well confined within an airplane or avionics vehicle. In this paper we discuss and analyze commercial-off-the-shelf WLED design and color measurement results. An experimental implementation of a low cost WLED transceiver which shows error free free-space operation at 10Mb/s is successfully demonstrated. The feasibility of implementing free space optical link which meets both lighting and communication requirements using WLED array is analyzed by mathematical modeling using MATLAB simulation technique.

Keywords: White LED (WLED), transceiver, free space optical link, wireless WLED link, EMI, network security

1. INTRODUCTION

Recent publications [1] [2] have drawn considerable interest in using white LED (WLED) for wireless communication in airplanes and space vehicles. WLED is already widely accepted as the lighting for our future environment. Using WLED wireless communication in airplane has great potential for size, weight, power, cost and EMI reduction; this is because of the following reasons:

1) EMI immunity improvement-Using the lighting WLEDs for communication reduces the wirings needed to use in the airplane.
2) Power Saving-Communication using WLED which is already powered for lighting, it minimizes additional power needed for communication.
3) Low cost-WLED is a mature component technology in the lighting industry; WLEDs are low cost and highly reliable.
4) Network Security-As compare to RF signal, WLED optical signal is confined by walls and closed compartments, it cannot be tapped externally.
5) No licensing issues-WLED communication links do not require licensing like RF links which need government agency approval for the spectrum being used.

While there are extensive publications in analyzing wireless WLED communication networks and topologies, the technology readiness level (TRL) for transition to avionics applications is still in its early stage. Establishing an infrastructure that supplies the components to build the avionics networks economically is very crucial to achieve the goal of WLED communication links in airplanes and space vehicles. In this paper, we explore the feasibility of implementing transceiver with low cost commercial-off-the-shelf (COTS) WLED; the results are significant for understanding the technical issues for wireless WLED transceivers to be used in airplane’s communication networks.

2. WHITE LED TECHNOLOGY

There are two types of COTS WLEDs; the first type is a device which combines the red, green and blue (RGB) LEDs to provide a broad white light spectrum. The second type is a blue InGaN LED coated with YAG phosphorous. The blue LED emission excites the phosphor to emit yellow light; the combined spectral output of the LED is a broadband white spectrum. This type of LED is called the phosphorous converted white LED (PC-WLED).
2.1 Tri-color WLED

The tri-color LED combines the red (R), green (G) and blue (B) LED in one package to produce the white color spectrum. Blue and green LEDs are made of InGaN material, the red LED is made of either GaAsP or AlInGaP material. Figure 1 shows a tri-color WLED in a single 5 mm epoxy dome shape package with 4 electrical leads. With the LED chips are mounted in junction-side down configuration, it has one lead for the cathode of each LED and a lead for the common anode. The color spectrum of the each individual LEDs are show in Figure 2(a), the combined white spectrum of the tri-color WLED is shown in Figure 2(b). The spectrum of Figure 2(b) is the superposition of the color spectrum of the three individual colors of the RGB LEDs. Figure 3 shows the chromaticity diagrams of the RGB LEDs and the combine white LED output. The tri-stimulus value of the combined white LED output lies within the RGB color triangle as shown in Figure 3(d).

![Tri-color WLED Diagram](image)

**Fig. 1.** Tri-color white LED package in a 5 mm epoxy dome shape header with 4 electrical leads.

![RGB LED Spectral Characteristics](image)

**Fig. 2.** (a) Spectrum of each LED in the tri-color LED package shown in Fig. 1. (b) Combined spectrum of the red, green and blue LED in the same package.

![Chromaticity Diagrams](image)

**Fig. 3.** Chromaticity diagram for (a) Red LED (b) Green LED (c) Blue LED and (d) Combined white LED.
2.2 PC-WLED

PC-WLED is made of InGaN blue LED with a uniform conformal coating of a YAG phosphor layer. Phosphor emits yellow light when excited by the blue LED light emitted from the InGaN LED. The combined light output produces the white color spectrum. Figure 4(a) shows the packaging of a PC-WLED in a 5 mm dome shape epoxy package with two electrical leads. Figure 4(b) shows the detail of the PC-LED chip packaging. The InGaN LED die is flip chip bonded on a submount which functions as a heat sink to the LED to dissipate the heat when the LED is turned on. The coated LED chip with the submount is attached at a cup-shape pedestal with side reflector to enhance the efficiency of the WLED output. The spectrum of a PC-WLED is shown in Figure 5; it has a blue peak at 453.5 nm and a yellow peak at 545 nm. The combined spectrum has a center wavelength ($\lambda_c$) at 520.6 nm and spectral width ($\Delta\lambda$) of 124.3 nm.

![Fig. 4. (a) Photo and circuit of a PC-WLED in a 5 mm dome shape header and (b) Details of PC-WLED packaging schematic.](image)

![Fig. 5. Spectrum of the PC-WLED shown in Figure 4.](image)

2.3 Color comparison of tri-color WLED to PC-WLED

The chromaticity diagrams of the tri-color WLED and the PC-WLED are shown in Figure 6(a) and (b) respectively. The tri-stimulus values of these two types of LED are distinguishable from these diagrams. The Tri-color WLED has color rendering index (Ra) about 85 and correlated color temperature (CCT) about 4500°K. The PC-WLED has (Ra) about 75 and CCT about 4000°K. Therefore the PC-WLED exhibits a warmer white color characteristic; it has only two electrical terminals which simplify the design of the transmitter in communication link application. In the following sections, a PC-WLED transceiver characteristics are described.
3. THE TRANSCEIVER

The WLED transceiver is fabricated by retrofitting a PC-WLED and a silicon PIN-TIA (p-intrinsic-n detector with trans-impedance amplifier) to a standard 1x9 single-in-line (SIL) Fast Ethernet transceiver with emitter couple logic (ECL) interface. It has a transmitter (Tx) and a receiver (Rx) ASIC on a multi-layer printed wiring board (PWB). The silicon PIN-TIA is a COTS device designed for 1 mm plastic optical fiber (POF) applications. It is housed in a TO-18 header with a semi-spherical lens. The WLED is housed in a molded epoxy header with a dome shape surface to provide a viewing angle typically around 25 degree. Figure 7(a) shows the block diagram of the transceiver design; Figure 7(b) shows a photograph of the PC-WLED transceiver assembled using the low cost chip-on-board (COB) technology.

Fig. 7. (a) Schematic block diagram of a PC-WLED transceiver. (b) The transceiver in a chip-on-board 1x9 SIL package.
4. TRANSCEIVER TEST SET UP AND RESULTS

Figure 8(a) is a block diagram of the WLED transceiver (trx) test set-up. The transceiver is mounted on a COTS 1x9 ECL transceiver test board. A one meter length of 1-mm diameter plastic optical (POF) is coupled to the WLED on one end, and to the PIN-TIA on the other end. The alignment of the POF to the WLED and the PIN-TIA on both ends of the POF are actively optimized for maximum power coupling. The one meter POF facilitates the loop-back test on the receiver, and it also functions as a variable attenuator by varying the distance D between the POF and the WLED, this allows measurement of the receiver sensitivity at the desired bit-error-rate (BER). Figure 8(b) shows a photograph of the PC-WLED transceiver powered up on a 9-pin transceiver test board.

![Block Diagram of WLED Transceiver Test Set-up](image)

After the power of the transceiver was turned on, the receiver eye diagrams were measured at various distances, D. Operating the transceiver at 10Mb/s with OOK NRZ modulation, and 2^7-1 Pseudo-random-bit-sequence (PRBS) pattern, error free transmission up to D=4 cm was accomplished. Then the spacing D was kept increasing until BER=1E-6 was observed. At this step, the POF average output power at the receiver end was measured with a power meter; it was around -24.3 dBm at the PC-WLED center wavelength. Figure 9 (a) and (b) show the receiver eye diagrams at D=5 mm and D=4 cm respectively.

![Receiver Eye Diagrams](image)

After determining the Rx sensitivity, we have validated the PC-WLED transceiver communication link performance; next we set up a bi-directional free space optical link measurement experiment with two PC-WLED transceivers (labeled as Trx1 and Trx2) at various separation distances (d). The test set up is shown in Figure 10. At d=0.14 m, the bit-error-rate starts to degrade below the desired 1E-6 value. Then we switched to measure the illuminance of the WLED on Trx1 at a few selected distances. Figure 11 shows the set up that is used to perform distance vs. illuminance measurement, a lux meter with a remote sensor head mounted on the x-y-z stage on an optical rail is used to measure the illuminance of the WLED on Trx1 at selected distances, the results are shown in Table 1. These results are used in the WLED array simulation described in Section 5.

![Bi-directional Free Space Optical Link Measurement Set-up](image)
5. WLED ARRAY APPROACH

The results from the above Sections demonstrated the optical link performance of a single WLED, for a practical optical link operation inside an airplane required the output of an arrays of WLED to meet the requirements of both illumination and communication operation. The results in Table 1 shows a minimum of 390 lux is required for proper optical link operation. We derive the proper WLED array design for application in an airplane using mathematical modeling with a MATLAB simulation program. Using Gaussian approximation, for the WLED array lighting distribution on a flat x-y planner surface is described by Equation (1), where d=WLED array distance from the surface, $\theta$=WLED half power angle, $I_v$=Peak Illuminance, N and M are the number of WLEDs in the array’s x and y directions.

$$\sum_{m=1}^{M} \sum_{n=1}^{N} I_v \exp \left[ -\ln(2) \times \left( \frac{(x-x_o(n))^2 +(y-y_o(m))^2}{(d \times \tan(\theta))^2} \right) \right]$$  \hspace{1cm} (1)
5.2. Single WLED array simulation

Figure 12 shows the schematic diagram of a WLED array with length (a) in x-direction and width (b) in y-direction, the illuminated surface has length (L) in the x-direction and width (W) in the y-direction. The WLED array is at distance d above the surface being illuminated. Figure 13 shows the MATLAB simulated results for d=1 meter, L=W=1 meter, a=b=0.2 m, M=N=8, half power angle $\theta=30^\circ$, total number of WLEDs in the array=64. The simulation results show over 75% of the surface area (above the yellow region) has sufficient signal strength for good communication links, and 90% of the surface has sufficient illuminance to meet passenger lighting requirement.

![Schematic diagram of a single WLED array used for simulation.](image)

Fig. 12. Schematic diagram of a single WLED array used for simulation.

![3-D Plot and 2-D Plot (Top View).](image)

Fig. 13. Simulation result for a single WLED array output on the illuminated surface shown in Figure 12.

5.2. Three WLED array simulation

For application with passengers seating side-by-side in a row, three WLED arrays are required. Figure 14 shows the schematic diagram of three LED arrays, each with length (a) in x-direction and width (b) in y-direction; each of the illuminated surfaces has length (L) in the x-direction and width (W) in the y-direction. The three WLED arrays are at distance d above the three surfaces being illuminated. Our simulated results show that without changing the half power angle, there will be a large communication signal cross-talk between each passenger. Figure 15 shows the MATLAB simulated results for d=1 meter, L=W=1 meter, a=b=0.2 m, M=N=8, half power angle $\theta=15^\circ$, total number of WLEDs in each array=64. The simulation results show over 50% of each surface area (above the yellow region) has sufficient signal strength for good communication links, and 80% of each surface area has sufficient illuminance to meet passenger...
lighting requirement. The WLED signal for each passenger is well confined to the center location of each passenger; the communication signal cross-talk is minimized.

![Schematic diagram of the three side-by-side WLED arrays used for simulation.](image)

**Fig. 14.** Schematic diagram of the three side-by-side WLED arrays used for simulation.

![Simulation result for three WLED arrays’ output on the illuminated surface shown in Figure 14.](image)

**Fig. 15.** Simulation result for three WLED arrays’ output on the illuminated surface shown in Figure 14.

6. **CONCLUSIONS**

We have described a low cost experimental WLED transceiver implementation which is capable to perform wireless communication at 10 Mb/s in an airplane or a space craft physical environment. From the experimental results, we derived the operational requirements of the WLED transceiver with OOK NRZ modulation. We presented an analytical model to derive the WLED array size and dimensions based on the individual WLED characteristics in the array. These results demonstrate the WLED wireless communication link technology is viable for size, weight, power, cost and EMI reduction in future generation of airplanes and mobile avionics platforms.
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ABSTRACT

Space-based optical communications using satellites in low earth orbit (LEO) and Geo-synchronous orbits (GEO) hold great promise for the proposed Internet in the Sky network of the future. Building high speed communications network using optical links in space has proven to be an extremely complicated task and many such schemes were tried without success in the past. However in the last few years, there has been impressive progress made to bring the concept to fruition in civilian and government-non classified projects. Laser Communications offer a viable alternative to established RF communications for inter-satellite links and other applications where high performance links are a necessity. High data rate, small antenna size, narrow beam divergence, and a narrow field of view are characteristics of laser communications that offer a number of potential advantages for system design. This paper will focus on the requirements of the space-based lasers and optics used for beam forming, as well as receiver antenna gain and detectors used in free space communications. Also discussed are the critical parameters in the transmitter, channel, receiver, and link budget that are employed in successful inter-satellite communications system.
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1. INTRODUCTION

Space-based optical communications using satellites in low earth orbit (LEO) and Geo-synchronous orbits (GEO) hold great promise for the proposed Internet in the Sky network of the future. Building high speed communications network using optical links in space has proven to be an extremely complicated task and many such schemes were tried without success in the past. However in the last few years, there has been impressive progress made to bring the concept to fruition in civilian and government-non classified projects. The successful trial tests in space conducted by Japan and the European space agency as well as NASA show the time for successful deployment of this technology is in the realm of reality. The US military has a lot of interest in such systems for building the next generation Transformational Satellite Systems commonly known as (TSAT). To-day’s market for space based optical communications is primarily Inter-Satellite Links (ISLs) which are the main focus of this paper. There is also a need for high data rate (Multi-gigabit) space-earth links, although the propagation effects due to atmosphere and weather make it a more difficult link to implement in spite of the many advance made in Adaptive optics technology and Signal Processing algorithms. These orbiting satellites are LEO – LEO or GEO - GEO that cross-link the constellation by communicating amongst each other with additional capability to beam data to ground stations. A picture of the optical cross-link in space is depicted in the figure1. The table1 below Table lists the pros and cons of point to point versus cross-link satellites.

* Corresponding author e-mail address: allen.panahi@verizon.net
The usual parameters that systems designers want to optimize drive the desire to utilize optical Communications on board a satellite: size, weight, and power and of course cost. Under ideal assumptions about equal efficiency of signal power generation, detectors, and receiving surfaces, link equations show that optical communications with telescope aperture equivalent to that of the antenna of a radio frequency system could potentially provide tens of dB of link efficiency to improve e.g. data rate, margin, etc. This results strictly from wavelength differences of existing microwave and millimeter wave based (60 GHz) systems compared to 0.8 to 1.55 micron based (200 THz) laser links that have bandwidths that can go even higher when wave division Multiplexing is employed (WDM). The data rates being carried by optical carriers are at least 200 to 2000 times larger. While this is a theoretical limit, by using WDM technology and tunable wavelength lasers this factor has the potential of being increased by combining data from practical systems employing 4 or more different wavelength lasers. Here again the smaller aperture size of the optical telescopes needed as compared to the microwave telescope (Antennas) used in the transmitter / receiver sections favor the optical domain by a factor of at least 100 to 1000.

While the optical links in space can boast to an incredible number of high technology achievements as is evidenced in the optical terrestrial networks, however there still remains formidable challenge to test, qualify and successfully integrate in real world full scale deployment. In this paper we will examine the various aspect of the optical crosslink including Transmitter (source), Receiver (detectors), optical telescopes using Adaptive optics and MEMs based agile beam steering, link parameters, channel characteristics and optical noise that ultimately limit the detector sensitivity. A special section will be devoted to ATP (acquisition, tracking, and pointing) in the optical ISL that describe the procedure and algorithm currently proposed for such systems.

![Figure 1: Various link configurations used in GEO communication satellites](image)

<table>
<thead>
<tr>
<th><strong>Table 1: comparison of point-point with Cross-link systems listing the pros and cons of each configuration</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Advantages</strong></td>
</tr>
<tr>
<td>Point-Point</td>
</tr>
<tr>
<td>Heritage systems</td>
</tr>
<tr>
<td>Reliability and redundancy</td>
</tr>
<tr>
<td>Relatively low weight and power requirements</td>
</tr>
<tr>
<td>Very secure channels</td>
</tr>
<tr>
<td>Reduced propagation delays</td>
</tr>
<tr>
<td>Reduced or no frequency management issues</td>
</tr>
<tr>
<td>Coverage flexibility</td>
</tr>
</tbody>
</table>
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2. ADVANTAGES OF LASER BASED OPTICAL LINKS OVER TRADITIONAL MICROWAVE TRANSMISSION SYSTEMS

In addition to the much increased bandwidth available for high speed communications with data rates in excess of 10 GBPS, another significant factor in this tradeoff is that the optical system will typically have a much narrower beam width than the RF systems. Thanks to the coherent beam that can be focused to spot sizes of the order of the wavelengths of the laser light which approach the diffraction limit. This has both a positive and negative side. On the positive side, a narrower beam width means that the potential for interference to or from adjacent Satellites is greatly reduced. This is particularly important in large LEO constellations. On the negative side, the requirement for much more pointing accuracy, acquisition, and tracking (APT) and the impact that this may have on the space craft that is moving at 3Km/s for GEO to 7 Km/s for LEO is a formidable task. Accurate APT is critical to the acceptance of optical ISLs. Another key advantage in optical systems is the aperture size of the optical telescopes needed as compared to the microwave (Antennas) used in the transmitter / receiver sections favor the optical domain by a factor of at least 100. For example a communication system operating at 1 GBPS requires an aperture of approximately 15 cm In contrast an RF system with 1 GBPS millimeter wave system would require an antenna with min aperture size of 2.7 m. This parameter alone results in considerable weight and size savings in the satellite payload resulting in reduced disturbance and shaking to the sensitive sensors on board the satellite. These considerations are sufficient to tilt the optical approach in favor of the traditional RF radio used in the last 30 years that have reached a high level of maturity.

A secondary, though not unimportant, fact about the optical communications systems is that unlike the RF spectrum which is regulated by national and international agencies up to 300 GHz, the optical spectrum in space is virgin territory and is currently unregulated. Finally the reliability of optical components, particularly the lasers, has been a concern in the past. This is being overcome by advances made in the optical laser technology of solid state and in particular semiconductor laser technology thanks to the tremendous emphasis and advances made in terrestrial optical networks and communications systems, however this needs documentation for space validation in order to gain wider acceptance.

The figure 4 below compares RF /microwave links with optical links. This graph clearly shows that the microwave link at GEO distance of 40,000 Km can support data rates as high as 10 Mbps while the optical link can provide up to 10Gbps. State of the art microwave links in existence use very efficient QPSK and more recently QAM modulation techniques that can increase the data rate to 25 Mbps per carrier. A 24 Transponder Microwave satellite system using FDM (Frequency division multiplexing) can approach peak data rates of 600 Mbps.
Figure 4. Comparison of RF links versus Optical for various data rates as a function of link distances. The optical links employ APD detectors in the receiver with and without an optical amplifier.

3. CHALLENGES IN IMPLEMENTING A HIGH SPEED COMMUNICATIONS LINK BETWEEN SATELLITES

An optical ISL is truly a very complex system. One of the key challenges in successful operation of the optical ISL between LEO-LEO and GEO–GEO inter-satellite links is the pointing accuracy and acquisition of the link for successful communication. Note that the narrow beam leads to beam divergence to an illumination area the size of a football field after travelling over 30,000 Km as is shown on graph of figure 2.

Laser beams are coherent in nature but exhibit spreading as they travel in free space with a small divergence angles and beam spreading compared to microwaves that are spherical waves with a much wider angle. The beam width $\theta = \frac{2.28 \lambda}{D}$ where $\lambda$ wavelength and $D$ is the diameter of the Antenna aperture. For a laser source with 1 um wavelength using a 15 cm aperture the beam width is 22.4 mrad as compared to a 10GHz RF signal where wavelengths is 3 cm and Aperture diameter is 1 m. This results in 67.2 mrad. For this reason the pointing accuracies involved in acquisition of the link, and zeroing and tracking the other space craft becomes a formidable challenge in wake of the enormous speeds involved as well as the jitter and vibration experienced by each space craft used in the constellation while in orbit. This requires an extremely challenging optical/mechanical /thermal system that has eluded some of the best designers in the past. However with the enormous advances made in MEMs based agile beam steering and adaptive optics and micro-optics and on-going research on precision pointing and acquisition using sensitive inertial sensors assisted by accelerometer the challenges are being met with successful test trials in space that prove viable solutions can be implemented to pave the way for coordinated deployment, if all other design and cost targets are met.

The time needed for the light to reach the satellite requires aiming ahead of the target. Many terminals comprise of a combination of coarse and fine pointing as well as an acquisition and tracking CCD sensor system. This exhibits an accuracy of ~ 1 micro-rad, or 30 m at the operating distance in the experiment. The challenge is further exasperated in satellites in orbit experience the 400 to 1000 Hz vibration and shaking that is experienced by the spacecrafts. So the opto/ mechanical APT system need to compensate for this vibration in order to maintain robust and accurate tracking.
As the speed of links increase the noise sources tend to scale with the bandwidth of the electronic circuitry needed in the optical link. At the RF speeds the noise is mostly thermal and excess noise in the amplifiers, however, in the optical links the noise is related to fluctuations of the photon flux being detected that contribute to noise in the detection system. In the optical domain noise in the detectors are dominated by shot noise and excess noise factor from the APD detectors, while the electronics preamplifiers exhibit thermal noise (Johnson noise). As wavelengths get smaller quantum noise increases linearly and become the significant factor in the receiver sensitivity that ultimately dictate the optimum receiver performance. Another major source of optical noise is the irradiance from the sun and bright light sources such as the moonshine etc that the receivers see in the background. With such high data rates, the data pulses approaching 100 ps (10Gbps) exhibit timing uncertainty or jitter that result in Inter Symbol Interference (ISI) that the optical receiver will pass to the clock recovery circuit making it even more difficult to recover the clock for and error free data recovery at the final stage of the receiver.

The figure below is an experimental optical link that was developed by MIT Lincoln Labs and NASA JPL for the US military. It is an example of a 1 GBPS differential Phase shifted Keying test bed that has become the bench mark by which other developments have been measured. It is based on a 1.55 um wavelength laser and a EDFA. An Optical amplifier is used in the Transmit path, while another Optical Pre-amplifier is used in the Receive section.

![1 GBPS OPTICALLY-PREAMPLIFIED DPSK SYSTEM TEST BED](image)

**Figure 5.** Experimental test bed of an optical link operating at 1 GBPS developed by JPL/ MIT Lincoln Lab.

### 4. OPTICAL TRANSMITTERS

Over the years various laser sources have been employed in optical free space communications test trials and demonstrations that covered solid state lasers, as well as semiconductor laser diodes. Earlier optical systems used shortwave semiconductor 0.8 um laser and semiconductor diode pumped ND: YAG 1.064 um Solid state lasers that provided higher power. In an effort to push the technology to achieve even higher data rates the wavelength and laser of choice is the 1.55 um DFB semiconductor laser with extremely narrow line-widths are preferred, especially when they can be followed by optical amplifiers that boost the optical power by as much as 30 dB. The master laser has to have superior amplitude and phase noise characteristics and be extremely stable with frequency. So they operate in cow mode (always ON) with a thermoelectric cooler.
to keep them at a constant temperature and are modulated by using a separate external modulator such as an electro-optic Lithium Niobate Mach-Zehnder (MZ) interferometer type optical switch or Electro-absorption (EA) modulator being driven by electrical data. External modulation significantly reduces the frequency chirp that accompany the optical spectrum of the resulting optical pulses as compared to traditional intensity modulation techniques, thus allowing higher modulation Bandwidths and lower crosstalk. The current state of-the-art link operates at 10Gbps and by using 4 Channel WDM can reach 40Gbps.

A 1-20 W optical power amplifier can be used to further reduce telescope size reducing the overall weight of the satellite payload. An optical amplifier such as (Erbium doped Fiber amplifier) using a two stage Erbium Amp pumped by 980 nm Laser pump can be used. Double clad Erbium amplifiers have been developed that allows more pumps to be end-coupled into the multimode outer core or better yet coupled with side pumping of the outer core. With this configuration optical powers in excess of 20W have been achieved. Note that optical amplifier at the Transmitter has a noise figure, but is not as crucial and by no means near the quantum limit. With a 20 W amplifier it has been shown that a 40 Gpbs link for 44,000 Km using a 15 cm aperture is feasible. Higher data rates approaching 100Gbps can be achieved by using WDM technology. However, the WDM coupler must be placed after the power amplifier for each wavelength making a low loss (< 1 dB) WDM coupler an essential component.

One of crucial factors in laser space communication is the reliability of the components used including the source, optical pump, and external modulators and so on. The reliability of the optical transmitter is dominated by the reliability of the pump laser. A reliability of 0.9998 over 10 years of operation without degradation in space has been achieved using a pump module with built-in cold and hot redundancy. The light emitted from the laser is guided by a polarization maintaining (PM) Single Mode (SM) fiber to the Phase modulator driving the data electronics. By using a modulator that can operate up to 10Gbps the master laser which in turn coupled to the optical amplifier by another polarization maintaining SM fiber which amplifies the output power level. A collimator is used to direct the laser beam to a telescope through a system of multiple lenses. The laser sources tend to exhibit a Gaussian intensity distribution in the main lobe. The reduction in the far-field signal strength due to transmitter mispointing is the transmitter pointing losses.

The figure below shows the block diagram of an optical transceiver assembly comprised of a transmit and receive electronics, the ATP assembly using a beacon to acquire and track the satellites. Also show in some detail is the intricate optical assembly and components of lens, beam splitters, optical filters, polarizer etc with a fast steering mirror and telescope.

![Figure 6. High Level block diagram of an optical transceiver proposed for ISL.](https://www.spiedigitallibrary.org/conference-proceedings-of-spie)
5. OPTICAL RECEIVERS

The optical receiver consists of sophisticated collection optics that focuses the received optical pulses onto
the optical detector, followed by extremely low noise electronic pre-amplifiers, followed by post Amps that
convert the received pulse to logical ones and zeros in the electrical domain that are subsequently followed
by clock and data recovery circuits. The faint optical fields at the receiving satellite telescopes exhibit
significant quantum behavior and hence the optimum receiver is necessarily quantum in nature. However
often the quantum optimized receiver is not realizable with known techniques or its implementation is very
complicated even if we knew how to make it. Thus simple structured optical receivers are used. For direct
detection or incoherent detection receivers are used where the received optical field is energy (square law)
detected by means of a photo-detector that usually provides gain.

Examples are APD (avalanche photo-detectors) that typically provide gains of 10 dB, PIN followed by FET
preamplifiers or PMT (Photo- multiplier-tubes). Modulation used in Direct detection systems are limited to
intensity modulation such as on-off-keying (OOK) and Manchester coding which is self clocking making the
clock and data recovery simpler. The ideal form of direct detection is a photon counting receiver, i.e. a
receiver with enough gain per photo-electron emitted by the detector surface that individual photo-events are
detected and counted by subsequent electronics.

This receiver can achieve a theoretical optimum performance at bit error rate of 1E-12 with 28 detected
photons per bit for OOK modulation schemes. Current state of the art APD or PIN-FET receivers are 10 to 15
dB away. The degradation of performance is mostly due to the noisy avalanche process of an APD that
produces excess noise or the front-end noise in the electronics preamplifiers after detection. At 10 Gaps in
addition to electronic noise, there are the effects of Bandwidth limitations of the electronics and timing
system jitter giving rise to inter-symbol interference as well as crosstalk. With a suitable low noise optically
pre-amplified detection receiver such as an EDFA, many of the lost dabs can be recovered. This receiver
has the same quantum mechanical model and the detection limit of a heterodyne receiver which is
considerably more complicated to implement. Essentially one can make the EDFA that has a 3dB quantum
limited noise figure.

NASA in an attempt to extend the optical link to space explorations where distance are measured in
Astronomical Units (AU), have started experimenting with the next generation of a high efficiency photon
counting communications system using semiconductor single photon counting receivers that utilize single
photon APDs or (SAPD). A block diagram of the single photon APD receiver used in Geiger counter mode is
depicted in the figure 7 below. The link uses a 1550 nm source that is externally modulated. For deep space
communication the modulation of choice is the pulse position modulation (PPM). To further enhance the link
with additional coding gain a turbo code is being implemented. When high power processors (DSP) on board
apply Forward Error Correction (FEC) algorithms an extra 3 dB of coding gain can be obtained in the link.
Figure 8 shows the performance of such a link with and without the Turbo coding and clearly show that the
BER can be significantly improved in the former case.

Figure 7. Experimental setup for demonstration of high-efficiency photon-counting communications using GM-
APDs
In the optical receiver the filter bandwidth specifies the spectral width of the narrow–band-pass filter employed in optical ISL. The optical width of the filter must be compatible with the spectral width of the laser source. In addition to source width of the laser, the minimum width will also be determined by the acceptable transmission level of the filter: typically the transmission of the filter decreases with the spectral width. For direct detection systems, narrow field of view spectral filters of 20 Angstroms (2nm) are typical (for 1 mm radiation this corresponds to 600 GHz).

6. LINK PARAMETERS

The link parameters consist of the Transmitter optical power, Transmitter/Receiver optical Antenna Gain, Transmit pointing loss and Transmitter and Receiver optical efficiency/coupling (loss) and Receiver sensitivity. The Channel loss for ISL consist mainly of space loss which is roughly equal to \((\lambda/4\pi R)^2\), where \(\lambda\) is the laser wavelength and \(R\) is the link distance (Range) the Space loss in the optical channel is \(-290\) dB for 40,000 Km distances.

The Optical Antenna gains for TX and RX are given by the formula \((\pi D/\lambda)^2\) and \((\pi Drx/\lambda)^2\) respectively where \(D\) is the aperture diameter and \(\lambda\) is the wavelength of the Laser source. Typically these optical antenna gains for a 15 cm aperture are of the order of \(-115\) dB each. The TX optical losses including pointing losses are \(-4dB\) and Receiver optical loss is estimated at \(-3\) dB. The Receiver sensitivity is \(0.48\) uW or \(-33.85\) dBm using Manchester coding. Here we used a Quadrant APD detector with 0.8 quantum efficiency, and Multiplication factor of 12 using temperature control of the Bias Voltage followed by a low noise preamplifier preferably a Trans-impedance type.

We are now ready to determine the Laser Transmitter average output power requirements. The total gain in the system is \(-290\) dB \((115 +115 + 66 = 296\) dB) the total loss in the system is \(-292 +7 = 299\). If we use a 3.35 W \((38.25\) dBM) 1550 nm DFB laser we should get 3dB of link margin. The master DFB laser is 33.5 mW followed by an optical amplifier with 20 dB gain. Note that by adding turbo coding and FEC to the link we can achieve at least 2dB of coding gain. So now we end up with \(-5\) dB of link margin for BER of 1E-9 which is a good number for a robust optical link The results of the link parameters for a 2.5 Gbps LEO to GEO link for BER< 1E-9 is tabulated in Table 2.

OOK modulation with coding was assumed. Inclusion of the coding will enhance the link margin. The required Average Laser power of 3.35W is well within the reach of EDFA. For higher data rates the transmit channel could be a single Transmitter or could, for example utilize four wavelength coarse WDM to form four 2.5 Gbps Channels. The 1550 nm CWDM technology is very mature and efforts are under way to space qualify all these building block components for 10Gbps applications and higher.
Table 2. Summary of LEO-GEO Link Budget

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
<th>GAIN / LOSS in dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmit Power</td>
<td>3.35 W Avg.</td>
<td>38.25 dBm</td>
</tr>
<tr>
<td>Transmit Loss</td>
<td>64.5% Trans.</td>
<td>1.90 dB</td>
</tr>
<tr>
<td>Transmitter Gain</td>
<td>9.2 urad Beam</td>
<td>113.51 dB</td>
</tr>
<tr>
<td>Pointing Loss</td>
<td>2.01 dB</td>
<td>-290.85 dB</td>
</tr>
<tr>
<td>Space Loss</td>
<td>none</td>
<td>0 dB</td>
</tr>
<tr>
<td>Atmospheric Loss</td>
<td>none</td>
<td>115.5 dB</td>
</tr>
<tr>
<td>Receiver Gain</td>
<td>46% Transmission</td>
<td>-3.36 dB</td>
</tr>
<tr>
<td>Receiver Loss</td>
<td>2570 Photons / Pulse</td>
<td>-30.85 dBm</td>
</tr>
<tr>
<td>Received Signal</td>
<td>6.6E-9 Photons/s</td>
<td>0 dB</td>
</tr>
<tr>
<td>Background Signal</td>
<td>1.29E3 Photons/Pulse</td>
<td>-33.85 dBm</td>
</tr>
<tr>
<td>Required Signal</td>
<td></td>
<td>3.00 dB</td>
</tr>
<tr>
<td>Link Margin</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The receiver sensitivity for BER of 1E-12 at 2.5 and 10 Gbps is tabulated below in table 3 comparing PINFET, and APD, as well as Optical Amplifier plus FET amplifier. Going from 2.5 to 10Gbps the sensitivity drops by ~ 6 dB. This loss will be compensated for by using a Laser in the 10W range.

Table 3. Receiver Sensitivity for BER=1E-12 for various detectors. Photo-detector and amplifier noise included.

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>2.5 GBPS</th>
<th>10 GBPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Typical rms Noise from Amp</td>
<td>400 nA</td>
<td>1.2 uA</td>
</tr>
<tr>
<td>Input Sensitivity for BER = 1E-12</td>
<td>5.6 uA</td>
<td>16.6 uA</td>
</tr>
<tr>
<td>Sensitivity for Pin FET</td>
<td>-24.3 dBm</td>
<td>-19.5 dBm</td>
</tr>
<tr>
<td>Sensitivity for APD</td>
<td>-33.1 dBm</td>
<td>-28 dBm</td>
</tr>
<tr>
<td>Sensitivity for OA + Pin FET</td>
<td>-41.3 dBm</td>
<td>-35.3 dBm</td>
</tr>
<tr>
<td>Quantum Limit</td>
<td>-53.6 dBm</td>
<td>-47.6 dBm</td>
</tr>
</tbody>
</table>

7. ATP: ACQUISITION, TRACKING, AND POINTING

The optical part of the subsystem design must minimize optical throughput losses (~3dB), and provide high wave front quality under all operation scenarios (~λ/10), and maintain accurate beam pointing and alignment accuracy to within (~1/20 beam width). The pointing and acquisition phase of the optical ISL is one of the most complex and complicated section of the optical Transceiver. This is typically done with a coarse and fine alignment stage in the optical subassembly where a beacon light of usually higher power pulse of low frequency is sent out to scan for the link. This scanning procedure is considered successful when the transceiver Beacon receiver confirms the link. The figure below depicts the block diagram of the various components used for this phase of the communication link. Next is the acquisition phase which can be classified into serial and parallel searches. These strategies can be used for both illuminations by the beacon and search by the acquisition receiver. After acquisition the system will enter the coarse and then fine
tracking phase. Isolators are used to dampen the jitter from the satellite platform as much as possible. The spatial error sensor receives the beacon and derives an estimate of the angle of arrival of the beacon. The signal is fed to a feedback controller and any skew is tracked out by means of a slow outer loop (~ 10 Hz) with the telescope coarse pointing mirror inner loop (~ 1 KHz) with the high speed fine tracking mirror. The transmit beam (~ 10 u-RAD) shares the same optical train as the beacon and thus transmit beam jitter are reciprocally tracked out by the steering mirror. A point a head angle (~ 20-60 u-RAD) is dialed into the outgoing beam to compensate for the finite speed of light and receiver platform movements.

Figure 9. The block diagram of a proposed pointing and acquisition system, showing the various interconnecting subsystems that are involved in this complex task.

8. CONCLUSION

Optical ISLs are the requisite subsystems of the future optical networks in the sky. There still exist many tough technological and architectural design issues in implementing a cost effective, space qualified high data rate power efficient systems. New research and development point to even higher performance systems with many advantages and substantial gains over what can be achieved today. The success in the bringing the research and development efforts to fruition will depend strongly on six key factors for optimization of the optical link operating at 10 GBPS Duplex at 40,00 Km distance with BER of < 1E-9 . They are as follows:

- Link reliability target of >0.9 for 15 years during lifetime at 100% operation.
- Full immunity to sun, Doppler and satellite mechanical perturbation in any operational mode.
- Power consumption in the area of 100W while weighing less than 100 lbs.
- Low complexity and sensitivity of all optics, still a key issue in production and application acceptance.
- Sufficient margin in the sensitive area of tracking budget.
- Inherent capability of scalability of power.
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1. ABSTRACT

Today, the ever increasing number of controls in automobile and aviation cockpits leads to the cluttering of various interfaces (keyboards, switches, panels, etc...). LCD touch screens have proved to be a good alternative to reduce cluttering by reconfiguring in real time different interfaces, appearing on demand as they are needed by the user. However, the underlying screen still remains cumbersome and fragile glass device. We present a novel way to produce virtual consoles and interfaces by projecting diffractive images and sensing the position of the fingers by the use of IR diffractive optics.

**Keywords:** Virtual interfaces and consoles, Automotive consoles, Virtual reality, Diffractive Optics, diffractive projector, position sensing.
2. INTRODUCTION

Human/machine interfaces have been a vast field of research, especially for applications in automotive and general transportation. We propose here new virtual human/machine interfaces based on diffractive projection and remote optical sensing of finger position in order to increase the control range and reduce the mechanical breakdown linked to traditional interfaces such as screens, switches or other mechanical commands. Such a device has a zero footprint on the projected area (for example the dashboard) since the projection and the sensor are remotely located (in the roof of the vehicle for example).

3. CONTROL INTERFACES IN TRANSPORTATION TODAY

- Contact based consoles.
Contact based switches, sliders and other mechanical circuit breakers are extensively used in industry, both mechanical, electrical and hydraulic. However, these interfaces are relatively simple, very limited in their content, are binary, and have short life times since they are mechanical.

- Touch screen displays interfaces (including haptics)
Touch screen interfaces have been introduced in avionics in the late 80s, and transferred into automotive especially with the introduction of the popular GPS system. They rely on a conventional touch screen LCD display and are thus fragile, expensive and bulky (glass). Also, such interfaces are usually lacking mechanical feedback (haptics), although recent efforts are triggered into including haptics in touch screen LCDs.

- Voice activated controls (voice dialing)
Voice activated controls have been implemented in automotive as early as the 80s for handicapped drivers, and more recently for voice activated dialing through bluetooth in cars.

- Wireless gyroscope activated controls.
These new controls are hand held and can be used to control mobile devices such as phones (i-phone) or video games (Nintendo Wii). They are better adapted to the entertainment sector rather than the transportation sector for obvious safety reasons.

4. VIRTUAL INTERFACES IN INDUSTRY TODAY

A virtual interface projection system includes two separate functionality:
- The projection functionality (imaging projectors or far field projectors)
- The 2D or 3D finger position sensing functionality (remote position sensor)
The projection can be performed by a traditional projector in a roof module, or a pico projector based on either traditional imaging, diffractive imaging [1] or laser scanning [2]. The sensing can be done by a variety of techniques developed in industry today [3], [4], [5].

5. PROBLEMS WITH CURRENT VIRTUAL OPTICAL INTERFACES

Canesta has introduced in recent years a diffractive keyboard projector based on its proprietary Electronic Perception Chip technology to sense the position of the fingers on the projected keyboard [6]. The keyboard was projected by a diffractive Element designed and fabricated by Heptagon Oy in Finland, based on Fourier optics [7]. The first consumer electronic devices which include this technology are being sold by companies like Celluon and iBiz in Korea (see Fig. 1).
Two laser diodes are included in this device; a red laser at 650nm to project the keyboard and an infrared laser at 780nm to detect the fingers position by triangulation. An IR light sheet is produced either by a refractive cylindrical lens or a diffractive element, which propagates horizontally 1mm over the table. One a finger is crossing the beam, the reflected light is analyzed by a couple of detectors and the angular direction is sensed. As the keyboard is not symmetric, it is possible to detect which key is to be used. Fig.2 shows the operational principle of the virtual keyboard.

![Fig. 1: Diffractive keyboard projector available today.](image)

**Fig. 1: Diffractive keyboard projector available today.**

**Fig. 2: Operational principle of the virtual keyboard.**
There are various problems with this technology. One of them is that the sensor only works on perfect planar surfaces, and is thus very difficult to implement on a curved support like a dashboard or a cockpit area. Second, the sensor does not work when it is obstructed by an object (between the fingers and the sensor). Third, it poses safety problems since the projection is launched towards the driver or conductor. Finally, there is no feedback on the strike of a key (no haptics).

6. IMPLEMENTATION OF AN ALL DIFFRACTIVE VIRTUAL INTERFACE

a) Projection system.
Our projection system is composed of a set of fixed diffractive Fourier pattern projectors etched in quartz, each positioned on top a different visible laser (green or red). These diffractive projectors can be located on a roof module. Several patterns can be lit on at the same time or in a sequential mode as they are required by the user (interface on demand).

b) Sensor system
The sensor system is also composed of a set of diffractive Fourier pattern projectors, each projecting a set of linear fringes by the mean of an IR laser (for example a VCSEL laser array) – see Fig.3.

![Fig.3. Diffractive fringe projection on operator's hand.](image)

The spacing between the fringes tells about the height of the hand on the dashboard, and the deformation of the fringes the position of the hands. One only need to sense the position of the right index, which is used to trigger the i-pod wheel or the other controls projected. The other fingers are not used. Such an illumination will be done in IR, however, to demonstrate the operation, we used a green laser on top of the red virtual keyboard projection.

Fig. 4 shows how we discriminate between the height of the hand on top of the virtual interface. The interface should be active only if the hands (or fingers) are touching the projected pattern. We have therefore developed an algorithm that controls the continuity of the fringes. If the fringes are not continuous over the first deformed fringes (the fingers), these fingers are not touching the interface are meant to do something else (chasing a fly, wiping the windshield, saying hello to someone outside. The only time the interface is actually active is when those fringes are continuous, and only then, the algorithm locating the first deformed fringes (tips of the fingers0 is kicking in.
7. DIGITAL DIFFRACTIVE ELEMENTS DESIGN AND FABRICATION

The device is composed of a single diffractive window on which three different optical elements are patterned and pre-aligned:
- The diffractive projectors producing the visible far field patterns (interfaces).
- The diffractive fringe projectors producing the IR fringe patterns used to sense the position of the fingers.
- The camera objective lens used to image both the projected interface and the IR fringes deformed by the hand on top of the CMOS sensor.

Fig. 5 shows a depiction of the final device.

The individual dies are diced out from a 4 inch quartz wafer as depicted in figure 6. Many such elements can be integrated in a single wafer. A typical batch of wafers is 20, so a single batch can produce many hundreds of such projectors.
8. INCREASING THE DIFFRACTION EFFICIENCY

We use in this system two wavelengths: The first one is visible (red 650nm DVD laser diode or green 532nm doubled YAG laser) to project the virtual interface. The second one is infra-red to project the set of fringes (780nm CD laser diode or 850nm VCSEL). The CMOS has to be able to image both wavelengths. A simple diffractive lens would not have enough efficiency over these two separate wavelengths. This is why we have designed our lens as a harmonic lens which has two peak efficiencies in these two spectral regions. We are not interested here in the other wavelengths (full visible spectrum). Fig. 7 shows the diffraction efficiency of such a two wavelength harmonic diffractive lens.

Note that in order to image the IR pattern through the diffractive objective lens onto the CMOS sensor, one needs to take off the IR filter which is usually inserted on top of CMOS sensor.
9. INCREASING THE DIFFRACTION ANGLES

One limitation of the projection is the small diffraction angles that can be achieved by the CGHs. These angles are limited both by the fabrication technology available (critical dimension or CD in the optical lithography step) as well as the limit of the validity of scalar diffraction theory used to design the element. In order to increase the diffraction angles, one can use an afocal inverted refractive telescope (a slow positive lens and a fast negative lens) as depicted in Fig. 8.

Fig. 8: Increasing the diffraction angles with an afocal inverted telescope system

10. SWITCHING BETWEEN VARIOUS INTERFACES (CONSOLE ON DEMAND)

Many different interfaces can be used with a single projector package. By inserting various interface projectors sitting on top of various lasers (can even be different colors), one can produce the desired interface on demand. The same fringe pattern is projected on the various interfaces in order to sense the finger’s positions. Fig. 9 shows such various projected interfaces.

Fig 9: Example of different virtual interfaces
11. CONCLUSION

We have described and demonstrated a novel approach to virtual interfaces, with emphasis on transportation applications.

The projector/sensor is a micro device and is self contained in a single package in a roof module. It does not require any sensor apparatus to be located near the projection area (dashboard, table, etc…). The device is completely diffractive. The various optical elements are fabricated on a single quartz window and positioned lithographically, therefore reducing dramatically the costs of such a device, since no alignment is necessary during packaging. The sensor can discriminate between fingers in the area of the interface but not touching it, and fingers actually touching the interface to produce the desired command. The finger position sensor is also entirely diffractive, and stealth (uses IR laser light). The CMOS sensor uses a harmonic diffractive lens which has been optimized to yield high efficiency over the projection and sensing wavelengths, and a low efficiency elsewhere on the spectrum.

We have fabricated a first generation device projecting the i-pod interface and several audio-video interfaces on the dashboard. We are now working on integrating the finger sensing algorithm in the device, on a DSP located in the back of the CMOS sensor.
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Abstract

Thermites are energetic materials which are made of a metallic oxide mixed with a reducing metal\(^1\). The reactivity of classical thermites is moderate but it can be substantially improved when micron-sized particles are replaced by nanoparticles.

In this paper, three examples of nanothermites are given in order to illustrate the contribution of these nanomaterials in the future spatial and defence applications:
- the incidence of the size of the metallic oxide particles on the reactivity was illustrated by the case of WO\(_3\)/Al nanothermites,
- the correlation between the composition/structure of the oxide phase and the reactivity was achieved on Al\(_{x}\)Mo\(_{y}\)O\(_{z}\)/Al nanothermites,
- the fabrication of Gas Generating Nanothermites was performed by adding military explosives in porous mineral oxides (Cr\(_2\)O\(_3\); MnO\(_2\)) used to fabricate nanothermites.

Introduction

Despite the excellent energetic potential of classical thermites, their use is restricted to anecdotal applications such as industrial welding or incendiary compositions. This underuse can be attributed to their low combustion rates and their high insensitivity. For instance, energetic compositions containing barium peroxide are necessary to ignite most of conventional aluminothermy reactions. Moreover, the slow propagation of the combustion
through the thermite composition and the formation of bulky solid or liquid residues strongly limit the field of applications.

The recent advent of nanomaterials in pyrotechnic science has renewed the interest for these materials. Indeed, the decomposition mechanism of thermites involves a transfer of oxygen atoms from the oxide to the reducing metal. The decrease of the particles size which favours this process dramatically increases the reactivity of thermites. The thermites which are made of nanoparticles are called nanothermites or superthermites.

In this paper, several families of nanothermites recently studied at the ISL will be presented:
- The case of tungsten trioxide (WO$_3$) based nanothermites is presented to illustrate the incidence of the size of metallic oxide particles on the reactivity$^2$. Moreover, a neat preparation process which consists in the enclosing WO$_3$ nanoparticles by a chemical deposition method will be discussed.
- The second type of nanothermites was formulated from Al$_x$Mo$_y$O$_z$ phases. These unconventional ceramic materials were prepared by a sol-gel technique in which agar was used as structuring agent$^3$. The combustion properties and the extraordinary insensitivity of Al$_x$Mo$_y$O$_z$ based nanothermites were correlated to the structure of Al$_x$Mo$_y$O$_z$ phases.
- The last kind of material was obtained by doping at nano-scale porous inorganic oxides (Cr$_2$O$_3$; MnO$_2$) by military explosives$^{4,5}$. The as-prepared composite materials can be mixed with aluminium nanoparticles to fabricate Gas Generating Nanothermites (GGNT)$^6$.

1. WO$_3$ based nanothermites

Tungsten trioxide (WO$_3$) based nanothermites were prepared by dispersing the oxide with aluminium nanoparticles (50 nm) in diethylether. Two grades of WO$_3$ were used: a micron-sized material (20 µm, 1.2 m$^2$.g$^{-1}$) and a nanopowder (30 nm, 27.6 m$^2$.g$^{-1}$).

The microstructure of WO$_3$ / Al nanothermites was observed by Scanning Electron Microscopy (SEM). In the mixtures containing only nanoparticles, it is difficult to discriminate particles according to their chemical nature (Figure 1A). Conversely, it appears clearly that aluminium nanoparticles homogeneously cover the surface of WO$_3$ micrometric particles (Figure 1B). These micrographs are a good illustration of the fact that the
nanostructuring of each component is necessary to reach a satisfying contact between the reactants. 

WO₃/Al nanothermites which contain only nanoparticles have an impressive reactivity. The fireball generated by the deflagration is so hot that a slamming due to overpressure is heard. The combustion rate can reach 7.3 m.s⁻¹. This value is extremely high compared to classical energetic materials. For example, a mixture of potassium chlorate and sugar tested in similar experimental conditions exhibits a combustion speed two orders of magnitude lower. The use of nano-sized WO₃ allows to shorten the ignition delay time (1/30) and to increase the combustion rate (x 80).

![Figure 1](https://www.spiedigitallibrary.org/conference-proceedings-of-spie)

**Figure 1.** Scanning electron micrographs of nanothermites obtained by physical mixing of tungsten trioxide with aluminium. The size of aluminium particle is equal to 50 nm, tungsten trioxide particles have 30 nm (A.) and 20 µm (B.) mean diameters. Transmission electron micrograph of a WO₃/Al composite nanoparticle (C.) obtained by a chemical deposition process.

Tungsten trioxide based nanothermites can be significantly desensitized by enclosing the metallic oxide nanoparticles with aluminium. For this purpose, aluminium hydride (AlH₃) prepared according to the Schlesinger’s reaction is deposited onto the surface of WO₃ nanoparticles. The thermolysis of the aluminium hydride is carried out under rigorously anhydrous atmosphere. It leads to a composite material in which WO₃ nanoparticles are covered by a layer of amorphous aluminium (Figure 1C). These materials have a good reactivity and a reasonable sensitivity level due to the fact that composite particles macroscopically behave as metallic particles.
2. Al$_x$Mo$_y$O$_z$ based nanothermites

Mixed oxides phases (Al$_x$Mo$_y$O$_z$) were structured at the nano-scale in order to get nanothermites with tuned reactive properties. For this purpose aqueous solutions of ammonium paramolybdate (APM) with various concentrations were gelified by using agar. The resulting hydrated gels were washed with acetone in order to remove water. Water extraction induced the solidification of the inorganic phase (APM) within the organic matrix (agar). These “composite gels” possess a three-dimensional porous structure formed of interlinked strands of average section equal to 45 nm. APM particles are located within the agar strands, in which they define a stringer-like structure. Composite gels are thermally treated in order to burn off the agar and to convert APM into molybdenum oxide. A direct thermal oxidation of composite gels results in a structural collapse, leading to molybdenum trioxide (MoO$_3$) micrometric particles. A chemical treatment was developed to prevent this phenomenon. It consists in treating composite gels powders with an anhydrous aluminium trichloride (AlCl$_3$) solution in diethylether (Et$_2$O). The water adsorbed by the composite gels readily reacts with AlCl$_3$ to give an oxychloride layer at the surface of gel strands. During the thermal treatment, this layer prevents the collapse of the structure by acting as an in-situ nano-sized crucible. Most of the chlorine atoms were removed and several chemical species were formed. The formula Al$_x$Mo$_y$O$_z$ refers to these species, which mainly consist of amorphous alumina associated to crystallized molybdenum dioxide (MoO$_2$) and aluminium molybdate (Al$_2$(MoO$_4$)$_3$). The under-oxygenated MoO$_2$ phase probably forms in the reducing environment of the core of the agar strand. The aluminium molybdate most likely appears at the surface of the agar strand, where the APM particles are in contact with AlCl$_3$ and oxygen from air. The final microstructure of Al$_x$Mo$_y$O$_z$ phases directly depends on the concentration of the AlCl$_3$ / Et$_2$O solutions used to impregnate the composite gel. The transition from micro- to nano-scale occurs for alumina weight contents higher than 8.5%. An alumina content of more than 17.0% results in the densification of the material.

Nanothermites were elaborated by the physical mix of Al$_x$Mo$_y$O$_z$ nano-sized phases with aluminium nanoparticles. From an experimental standpoint, the dispersion was performed by
ultrasonic stirring in hexane. $A\text{l}_xM\text{o}_yO_z$ nanothermites have ignition delay times (2.8 – 17.8 ms) and combustion rates (1.7 – 103 cm.s$^{-1}$) which can be adjusted through the formulation of $A\text{l}_xM\text{o}_yO_z$ phases. In other words, the reactivity of these nanothermites is correlated to the structure of the $A\text{l}_xM\text{o}_yO_z$ phases. Indeed, the higher combustion rate corresponds to the micro to nano transition while the smaller ignition delay time is observed just before the $A\text{l}_xM\text{o}_yO_z$ densification.

Although they have better energetic performances, $A\text{l}_xM\text{o}_yO_z$ nanothermites are more insensitive to thermal and friction stresses than a thermite elaborated with pure micron-sized molybdenum trioxide. This insensitivity is probably due to the presence of alumina, which limits the contact between the reactive species.

3. Gas generating nanothermites

By definition, thermites are energetic materials which do not release gaseous species when they decompose. However, explosives can be blended in thermites to give them blasting properties. The idea developed at ISL is to solidify military explosives in porous inorganic matrixes ($C\text{r}_2O_3; MnO_2$).

Porous chromium (III) oxide was prepared by the combustion of ammonium dichromate. Manganese (IV) oxide was synthesized by reducing potassium permanganate by ethanol in an aqueous acidic medium. These materials have a specific area respectively equal to 44 m$^2$.g$^{-1}$ and 306 m$^2$.g$^{-1}$. The observation by scanning electron microscopy (Figure 2) reveals that their porosities are very different. $C\text{r}_2O_3$ is made of vermicular particles with a microstructure looking like highly porous pillow lavas (Figure 2A). $MnO_2$ exhibits a cauliflower structure in which elementary nanoparticles aggregate in quasi spherical submicron particles (Figure 2B) which gather to give larger micron-sized particles.
The impregnation by the explosive phase (RDX) is performed by using solutions of this compound in acetone. When the solvent is evaporated, the explosive solidifies in the porosity and composite nanomaterials are formed. Gas generating nanothermites (GGNT) are prepared by mixing Cr$_2$O$_3$/RDX and MnO$_2$/RDX materials with aluminium nanoparticles. The combustion mechanisms of these nanothermites were investigated by atomic force microscopy (AFM), differential scanning calorimetry (DSC) and high speed video. In the case of Cr$_2$O$_3$ based GGNT, the decomposition of RDX induces the expansion and the fragmentation of the oxide matrix. The resulting Cr$_2$O$_3$ nanoparticles, which are preheated by the combustion of the explosive, react violently with aluminium nanoparticles. In the case of MnO$_2$ based GGNT, the mechanism of combustion is somewhat different because the decomposition of RDX induces the melting of the oxide particles. The droplets of molten MnO$_2$, which are spread away by the gas formed by the RDX combustion, react with aluminium nanoparticles.

**Conclusions and perspectives of use**

The use of nanoparticles in the thermites formulation improves the reproducibility of their decomposition and significantly increases their combustion rates. Moreover, as the
nanothermites are more sensitive to thermal stress than their micrometric counterparts, they can be easily primed by a laser beam or detonated wire. Nanothermites powders can be easily shaped by pressing due to the surface interactions between the nanoparticles they are made of. The apparent density of the resulting pellets can be adjusted in a large range by varying the pressing level without using any binders. The incorporation of an explosive into the porosity of inorganic oxides permits to obtain gas generating nanothermites with increased performances.

Reactive properties can be defined according to specific needs by controlling the structure of energetic materials at nano-scale. For instance, it becomes possible to tune the density, the combustion rate, the sensitivity or the amount of gas released by the combustion of a material. Nanothermites can be embedded in numerous devices related to space and defence. Among the most promising perspectives of use the following applications can be quoted:

- Priming devices with a high energetic output and a relative insensitivity to thermal and mechanical stress,
- Enhancement of the power and the density of military explosives,
- Design of thermobaric charges insofar as nanothermites can be used to produce thermal explosions,
- Development of a new generation of powders and propellants, whose properties can be tuned according to industrial needs,
- Separation of the different stages in rockets insofar as the decomposition rates of gas generating nanothermites can be controlled,
- Satellites guidance: due to their densities, nanothermites can provide a high momentum,
- Civilian applications: energetic compositions for security devices (airbags, seat belt pretensioners)\(^8\).
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ABSTRACT

The research discussed below describes experiments and computer simulations involving propagation of polarized radiation in optical fiber cables designed for use in aircraft environments. The main concern of this effort is optical fiber link systems that are installed in military aircraft. Propagation of polarized radiation in a single mode fiber can be theoretically described with electromagnetic field equations for a bounded system. The state of propagation of the radiation polarization will be affected by environmental stress and strain on the fiber, by imperfections within the fiber, cracks or breaks in the fiber across the fiber optical axis, and by a variety of discontinuities at fiber connectors. The transmission, reflection, and scattering of radiation within an optical fiber affected by these various effects results in mode changing of propagating radiation within the fiber. Mode changing effects by imperfection in the fiber link system have been experimentally measured. The experimental results discussed below are preliminary results and applicable to modeling techniques in the future.
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1. INTRODUCTION

There is an evolving need to develop a durable, effective in-situ capability to transport laser radiation through optical fibers for communication between aircraft systems and components. Optical fiber communication cables have several advantages over conventional electrical cables. As a consequence, optical fiber networks for aircraft communication will increasingly become standard structures in military and commercial aircraft. Given this increased interest in optical fiber networks for aircraft systems communications, the mechanisms of radiation transmission in optical fibers and the causes of breakdown of effective radiation transmission, and the resulting system failure will increasingly become important areas of study.

The behavior of propagation of polarized radiation and intensity changes within installed optical fibers that depend on the highly dynamic aircraft environments are currently not well known, with the exception of power loss of the system. Experimental studies are not numerous and computer simulations have not yet reached an appropriate degree of maturity. What needed for numerical simulations are models of optical fiber radiation transport over long fiber lengths undergoing local dynamic changes in stress, strain, and temperature. In principal, fiber imperfections can be modeled numerically, through application of the electromagnetic wave equations and finite element methods. However, experimental investigations are currently the only completely viable means for exploring the effect of fiber imperfections and their resulting effect on system communication capability.
Imperfections at junctions cause reflections that alter the intensity and polarization state of the radiation transmitted across the discontinuity.\cite{1,2} Discontinuities including breaks and partial breaks in optical fiber cables that induce scattering that alter the intensity of the radiation transmitted within the fiber. Polarization mode changes due to junctions and connectors, including reflection and scattering, can be modeled with the wave equation and finite element method.\cite{3} Experimental intensity and polarization mode shifts depending on the imperfection of fiber links created by navy environments are the main subject of this effort.

Currently fiber optic cables and fiber optic network are being installed on several aircraft for testing and evaluation. Performance testing, faultfinding and maintenance are also major concerns for these systems. The experimental characterization of radiation transfer into and through the fiber optic network and within single-mode fibers is an important part of this research. The current experimental and modeling efforts should yield benefits in the areas of faultfinding and system maintenance. The first step in the ongoing research is to experimentally explore the dependence of intensity and polarization changes at junctions. From this an immediate benefit is the possibility of recognizing breakage in shielded areas or near connectors, with simple laser faultfinder without using Optical Time Domain Reflectometer (OTDR).

\section{2. OPTICAL FIBER WAVEGUIDE}

A cross sectional view of an optical fiber, consisting of a core of refractive index $n_1$, and a cladding of refractive index $n_2$, is shown on Figure 1. The general expression of Maxwell’s electromagnetic field equations applicable to radiation propagation in optical fibers with no sources or sinks of radiation is the following\cite{4}:

Maxwell’s equation:

\begin{align*}
\nabla \times \mathbf{E} &= -\varepsilon \frac{\partial \mathbf{B}}{\partial t} \\
\nabla \times \mathbf{H} &= -\mu \frac{\partial \mathbf{D}}{\partial t} \\
\nabla \cdot \mathbf{D} &= 0 \\
\nabla \cdot \mathbf{B} &= 0
\end{align*}

![Figure 1. Cross sectional view of a fiber](https://via.placeholder.com/150)

Specialized to the geometry for propagation of radiation within a cylindrical optical fiber, the wave equations are the following.

Helmholtz wave equations:

\begin{align*}
\nabla^2 \mathbf{H} + k^2 \mathbf{H} &= 0 \\
\nabla^2 \mathbf{E} + k^2 \mathbf{E} &= 0
\end{align*}
Here the $k$ is the wave vector of the radiation propagating in the optical fiber.

The appropriate solutions of the wave equations for radiation propagation in a core of a cylindrical optical fiber are the following:

In the core $r < a$:

$$E_z = AJ_n\left(\frac{ur}{a}\right) \sin(n\theta + \phi),$$

$$E_r = \left[ -A \frac{jB}{u/a} J_n\left(\frac{ur}{a}\right) + B \frac{j\omega \mu_0 n}{(u/a)^2} J_n\left(\frac{ur}{a}\right) \right] \sin(n\theta + \phi),$$

$$E_\theta = \left[ -A \frac{jB}{u/a} J_n\left(\frac{ur}{a}\right) - B \frac{j\omega \mu_0 n}{(u/a)^2} J_n\left(\frac{ur}{a}\right) \right] \cos(n\theta + \phi),$$

$$H_z = BJ_n\left(\frac{ur}{a}\right) \cos(n\theta + \phi),$$

$$H_r = \left[ A \frac{j\omega \epsilon_n}{(u/a)^2} J_n\left(\frac{ur}{a}\right) - B \frac{j\omega \mu_0 n}{(u/a)^2} J_n\left(\frac{ur}{a}\right) \right] \cos(n\theta + \phi),$$

$$H_\theta = \left[ -A \frac{j\omega \epsilon_n}{u/a} J_n\left(\frac{ur}{a}\right) + B \frac{j\omega \mu_0 n}{(u/a)^2} J_n\left(\frac{ur}{a}\right) \right] \sin(n\theta + \phi).$$

Here, $J_n(\nu r/a)$ is the Bessel function of the first kind, with $\nu^2 = k_0^2 a^2 (\epsilon_{11}-\eta_{\text{eff}}^2)$. Three major discontinuities at junctions can be described as misalignment, separation, and tilting. The loss of power for an imperfect junction is well known in the literature, and is shown in Figure 2.

![Separation Misalignment Titling](image)

Figure 2. Idealized representation of optical fiber imperfections studied

The relationship between mode changes at imperfect junction is the main concern of this effort. The lowest order solutions to the electromagnetic wave equation are graphically represented in Figure 3.
3. EXPERIMENTAL SETUP

Laboratory experimental tests for mode changes at imperfect junctions were undertaken using commercially available 9 \(\mu\)m core diameter single mode fibers. Two multi-axis positioning systems with micrometer adjustments were purchased with high-resolution micrometer positioning arms, to position the two portions of the optical fiber (1) bringing the radiation to and (2) taking the radiation away from the junction simulating the discontinuity. See Figure 4.

Beam profiler by Spricon with CCD camera was used for checking the intensity and beam shapes. Two CCD cameras, one for HeNe laser and one for 1550nm DFB laser were selected for these experiments. A
HeNe laser was used to insure proper alignment of the fibers at the junctions before the testing of fiber network (See Figure 5).

![Image of experimental setup](image1)

Figure 5. Experimental setup: (a) HeNe source and CCD camera, (b) output of beam profiler display on monitor

4. RESULTS AND DISCUSSION

The theoretical analyses of polarization mode changes at imperfect junctions were thoroughly examined including proper physical characteristics of a single mode fiber. This includes mode coupling at the junction and weakly guided mode changes, since the simulation was not successful with the current setup and software. For the wavelengths being used in the single mode optical fiber (1550nm), the Nyquist Criterion creates an enormous computer memory space problem. In addition, it exceeds the solution capacity of the current version of simulation software available to us.

Attempts were made to test for mode changes at imperfect junctions as outlined above. Radiation of 632.5nm wavelength was transmitted into a single mode fiber at the junction. A simple HeNe laser was used for this test with alignment control. The incident wave was a linearly polarized Gaussian beam and misalignment was introduced to cause mode changes at the junction; see Figure 6. Figure 6(a) shows the output of the end of beam without any gap at the junction and Figure 6(b) shows the output of the end of fiber with the misalignment at the junction. These results demonstrate mode changes, but the control system was not connected to computer. Further investigation is needed to fully understand the details of these results.

![Image of laser radiation](image2)

Figure 6. Output laser radiation at 632.5 nm in (a) with aligned, (b) with imperfect fiber junction.
An experimental setup was prepared as designed, again using 9 μm single mode fibers with 1550nm laser radiation. The 1550nm DFB laser source and infrared beam profiler were connected with 9 μm single mode fiber. A faulty junction was created deliberately to observe the hybrid modes at the end of fiber. Assuming the intensity of laser source was weak, a strong HeNe laser was used as a source for alignment, and switched the source to 1550nm DFB laser after the alignment at the junction. We saturated the intensity in the beginning of the experiment, since the intensity was expected to be weak after the imperfect junction. Then we create discontinuities. The results are shown on the Figure 7. The interference in the Figure7b is unexplained but the two intensity peaks are clearly seen.

![Figure 7](image)

(a) (b)

Figure 7. Output laser radiation at 1550 nm in the LP01 (a) and LP11 (b) transmission modes of the 9 μm fiber.

5. CONCLUSION AND FUTURE STUDY

Polarization mode changes at junctions have been studied extensively. The electric field configurations for the three lowest modes were identified from the waveguide equations and specific profiles of the selected single mode fiber. The configurations of the fundamental linearly polarized mode and hybrid modes at faulty junctions were studied experimentally. Three cases of discontinuities at junctions in an optical fiber system were selected for study of the electromagnetic field changes and their behaviors, which are governed by Maxwell’s equations. The effort to simulate the results using finite element calculation software was tried but exceeded the solution capacity of the current version of the software available to us. An experimental setup, with 1550nm laser and 9 μm single mode fibers produced the result has been shown in Figure 7. The exact extent of misalignment could not be measured with the current setup, yet it may be possible to correlate the mode changes of propagation if all the conditions are met. We will continue this experiment further to investigate the results.
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ABSTRACT

Non-destructive testing of critical structural components is time consuming, while necessary for maintaining safe operation. Large aerospace structures, such as the vertical stabilizers of aircraft undergo inspection at regular intervals for damage diagnostics. However, conventional techniques for damage detection and identification before repair can be scheduled are conducted off-line and therefore can take weeks. The use of guided ultrasound waves is being investigated to expedite damage detection in composites. We measure the frequency dependent loss of ultrasonic guided waves for a structure comprising a boron-nitride composite skin sandwiching an aluminum honeycomb. A wide range of ultrasound frequencies propagate as measured using PZTs, with the lowest attenuation observed about 200-250 kHz. These measurements are confirmed using optical fiber Bragg grating arrays used as ultrasound transducers.

Keywords: large area damage diagnostics, Lamb waves, time-efficient, leaky guided waves

1. INTRODUCTION

Aerospace structures develop flaws with use that are caused by fatigue, aging, service loads, or even during handling such as accidental tool drops. Laminated composite materials that are used in many aerospace and aircraft structures, for example, can develop a variety of hidden internal flaws. These flaws can present themselves in a variety of forms: fatigue cracks, corrosion, and dents in metals; delamination, disbonding, and fiber breakage in composites. While a number of techniques are available for detecting and characterizing defects in aircraft and aerospace structures including visual inspection, tap testing, electromagnetics, radiography, thermography, and ultrasonics, they are very time consuming. Currently available methods that can be used to assess structural damage on aircraft components in a non-intrusive and/or non-destructive manner are cumbersome and costly, and must be conducted off-line. One of the industry standards is the ultrasonic (US) scanning system using a water-jet, called the squirter (e.g., Scanmaster-IRT Model DS-2005 (Greensville, SC), other systems from Mortec, Olympus NDT, etc.) are expensive instruments for performing off-line damage diagnostics. As an example, a vertical stabilizer of an F-15 is about 45x120 inches surface area, takes about 3 hours to scan with the squirter. The use of guided ultrasound waves offers the potential to facilitate damage diagnostics with several embedded or surface mounted transducers.[1-7] In addition to ultrasound detection with PZTs, optical fiber Bragg grating (FBG) transducers[7-10] are an emerging, commercially viable detection alternative. We report here the characterization of a section of a vertical stabilizer using guided ultrasound waves. Two sets of measurements are conducted: one with a pair of PZTs as source and receiver, and two, with a PZT source and FBG transducer array. Propagation losses measured on two samples in both ways are found to have increasing losses with frequency.

2. EXPERIMENTAL METHODS

2.1 Ultrasonic Guided Wave Measurements in Composite Aluminum Honeycombs

The F-15 vertical stabilizer consists of a sandwich of composite with aluminum honeycomb, referred to as CMHC, or composite metal honeycomb. Specimens of F-15 vertical stabilizer section with high stiffness (Young's Modulus \( Y = 29.6 \text{ E6 psi} \) for the Boron-based composite[11]) were measured. Guided wave propagation loss measurement at different
source frequencies was performed using PZTs sources and receivers, as well as FBG receivers at different source-receiver separations while keeping the drive voltage of the source PZT constant. These measurements permit estimating the detection range possible when using a single ultrasound source.

### 2.2 PZTs as source and receiver

PZTs were from PANAMETRICS (Model B1025) with a source PZT drive voltage of 10V and an identical PZT used as receiver. Using a fixed source and multiple points of measurements by receivers in a fixed pattern or grid was used to obtain a discretized/digital ultrasound response. This method has been shown to be capable of imaging the damage based on the amplitude contrast of measured responses along the surface of the specimen.[11] Propagation loss, velocity and dispersion measurements can be obtained from these responses.

A dilatational PZT transducer (B1025 from Digital Wave) driven at frequencies at 150, 250, 350, 500 and 750 kHz provided the ultrasound source. The source was fixed at one location while the receiver was moved along a line from 2 inches to 6 inches, in 1 inch increments. The ultrasound responses were obtained at 2, 3, 4, 5, and 6 inches distances from the source location at varying frequencies. Plots of maximum amplitude of the first guided wave component were obtained.

### 2.3 PZT source and FBG-array receivers

FBGs have been shown to be useful for a variety of static and dynamic strain measurements. As ultrasound transducers, it has been shown that FBG receivers have a maximum ultrasound response to a PZT source when placed radially from it,[12] such that the optical fiber direction is normal to the wavefront originating from the source PZT. An optical fiber with an array of several (15) FBGs spaced equidistantly were placed in this orientation with respect to the PZT source as shown in Fig. 1. A tunable laser was used to interrogate the FBGs sequentially. Tunable lasers offer narrow linewidth and enable high sensitivity for dynamic measurements with FBGs. A Nettest Tunics PLUS laser with narrow linewidth was used and FBG linewidths were 0.3 nm.

![Experimental schematic for source PZT and FBG receiver detection of guided wave.](https://www.spiedigitallibrary.org/conference-proceedings-of-spie)
3. RESULTS AND DISCUSSIONS

The amplitudes of the response obtained with the PZT measures are plotted in Fig. 2 to summarize the attenuation data obtained for all the frequencies.

Fig. 2 PZT source and receiver attenuation of guided wave amplitude responses.

The PZT response data at the measured frequencies was assessed as follows. The loss function that was used to compare the rates of decay of the guided waves is the so-called “power function” in Excel, and was used to obtain a curve-fit for the different frequency response data. As the composite thickness of the specimen is non-uniform and tapered (thicker at the base of the vertical stabilizer), the loss properties need to be determined along directions of uniform thickness, and along that of the non-uniform thickness.

<table>
<thead>
<tr>
<th>Guided Wave Frequency kHz</th>
<th>Power of 'x'</th>
<th>Amplitude Ratio at 2 inches (w.r.t. 350kHz)</th>
<th>Amplitude Ratio at 5 inches (w.r.t. 350kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>-1.174</td>
<td>1.04</td>
<td>1.20</td>
</tr>
<tr>
<td>250</td>
<td>-1.625</td>
<td>1.44</td>
<td>1.13</td>
</tr>
<tr>
<td>350</td>
<td>-1.5705</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>500</td>
<td>-1.945</td>
<td>0.83</td>
<td>0.49</td>
</tr>
<tr>
<td>750</td>
<td>-2.2358</td>
<td>0.58</td>
<td>0.20</td>
</tr>
</tbody>
</table>

The velocity was measured to be 5.2 mm/microsecond at 250 kHz. From the attenuation measured at each frequency f, the amplitude of the response, Vo at x=3” as a function of frequency is obtained and shown in Fig. 3.
Fig. 3  Amplitudes of guided wave in CMHC structure as a function of source frequency at fixed source-receiver PZTs separation.

3.1 Ultrasound measurements with FBG array as receiver

The guided US response was measured by the FBG receivers at varying distances from the PZT source. The following figures (Figs. 4 through 5) show typical US response at a source frequency of 325 kHz and 200 kHz while the PZT to FBG separation was varied up to 15 inches.

Fig. 4(a)  325 kHz at 2 in.

Fig. 4(b)  325 kHz at 7 in.
The FBG response data and the curve fits are summarized in Fig. 6.
Curve fit equations (power function) were obtained for 500 kHz, \( y = 9.8857x^{-1.7699} \) (\( R^2 = 0.9666 \)); at 325 kHz, \( y = 7.6759x^{-1.5064} \) (\( R^2 = 0.9765 \)); and at 200 kHz, \( y = 5.2174x^{-1.2692} \) (\( R^2 = 0.9917 \)). Similar to the measured responses with PZT receivers (Fig. 2 and Fig. 3), the lowest rate of attenuation was about 200 kHz. We observed that FBG ultrasound receivers detected guided waves 15 inches away from a source PZT at low ultrasound frequencies.

4. CONCLUSIONS

It is observed that for the sample tested, the optimal guided wave ultrasound frequency is about 200 kHz where there is a minimum in ultrasound guided wave attenuation. This enables a large range of single transmitter based diagnostic techniques that employ guided waves. Furthermore, optical fiber FBG transducers can be used to measure these attenuation and ultrasound dispersion characteristics in a time efficient manner. This is especially true for composite materials with anisotropic characteristics. Multiple directions can be efficiently scanned with several individual fiber FBG arrays.
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