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ABSTRACT 

When it comes to image classification at a device terminal a traditional machine learning method tends to pose a risk of 

privacy disclosure, while the federated learning is able to alleviate such privacy problem to a certain extent by saving 

device data locally to train the local model. In this paper images are classified based on horizontal federated learning and 

FedAvg optimization algorithm. Classification model train is carried out based upon CIFAR-10 data set and ResNet-18. 

When the learning rate is appropriate, the optimization algorithm adopted has faster convergence, fewer communication 

rounds and better classification effect. The algorithm remains convergent and even shows faster convergence in the case 

of heterogeneous data. 
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1. INTRODUCTION 

With the ever-rapid development of high-performance computing, mobile Internet and other technologies, the computing 

power has been higher and the image collection has become more convenient. The image classification technology has 

made progress from manually designing to automatically extracting, and from early SVM (Support Vector Machine) and 

shallow neural networks to the mainstream in-depth learning model1 currently. In addition, both the image data size and 

the model complexity have been greatly improved. However, the popularity of image classification application leads to 

an important question: how to ensure the privacy security in the application of image classification model? There is an 

urgent need for a joint model that can not only ensure data privacy but also combine data training of all parties, so the 

federated learning was born. There are many institutions, each of which has its own data that can be collected into an 

integrated and massive 

database. It is this database that can be trained as a big data model. Unfortunately each institution is reluctant or unable 

to share its own data with others given its privacy and interests. So it is wise for them to make an alliance according to an 
all-side protocol so that the parameters obtained by each institution can only be exchanged in a confidential way and 

cannot be used in a dishonest way to encode other institution’s data and model. Therefore, local models have been 

extended and grouped into an integrated one. It is where the federated learning goes. 

2. CLASSIFICATION OF FEDERATED LEARNING 

The federated learning has been divided by Professor Qiang Yang into three categories: horizontal federation, vertical 

federation and federal transfer learning2. 

2.1. Horizontal federation 

Horizontal federation (also referred to as Horizontal FL in Figure 1) focuses on overlapping data features, that is, the 

data features of different participants are aligned but their samples are different. Let’s take an example of two banks, the 
banks’ data features are overlapping but their users rarely overlap. Horizontal federation is also called sample-division 

federation. The rows in Figure 1 represent samples’ ID and the columns represent data features. So it is data-feature-

alignment-based federation. 
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Figure 1. Horizontal federation. 

2.2. Vertical Federation 

Vertical federation (also referred to as Vertical FL in Figure 2) focuses on overlapping samples, that is, the samples of 

different participants are aligned but their data features are different. Let’s take an example of a bank and an e-commerce 

platform, their user samples are overlapping but their transactions are different. Under the circumstances, the bank and 

the e-supermarket can offer a more specific portrait of consumers together, promoting their products to them according 

to their spending ability. So it is also called feature-division-based federation. 

 

Figure 2.  Vertical federation. 

2.3. Federal migration learning 

Federal Migration Learning focuses on federated problems of heterogeneous data, where the data samples and data 

features rarely overlap (as shown in Figure 3). Related research has made slow progress and will become a hot topic in 

the future. 

 

Figure 3. Federated migration. 

3. FEDAVG ALGORITHM 

It was Google that initiated the concept of federated learning in 2017, and gave a brief introduction of classic FedAvg 

algorithm, which is the most commonly used federated learning optimization algorithm at present3-5. In stark contrast to a 
conventional optimization algorithm, the FedAvg optimizes the local model by means of local random gradient descent 

of participants’ data, and then makes aggregation at the central server.  

It integrates multiple SGD-based in-depth learning models into a global model. Similar to single machine learning, the 

federation aims to minimize the empirical risk, that is6 
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n  is the sample capacity,
is  represents the i th sample individual, ( , )if x s  represents the loss function of the model on

is . Assuming that there are k  local models, 
kp represents the serial number set of sample individuals of the k th model. 

Assuming k kn p= , the objective function is rewritten as 
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It is worth noting that the data of each terminal device cannot represent the global data, so
p kE [F (x)]

k

is not the same as 

( )F k , i.e. any local model can’t be regarded as a global model. A parameter updating of the local model is called an 

iteration.  b represents batch , then the iteration formula of k th local model is 
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FedAvg algorithm is intuitive. A training process is divided into several rounds, and (0 1)CK c   local models are 

selected to learn the data in each round. E represents the number of epoch of the k local model in the first round and B
represents the size of batch, /

knE B represents the times of iterations. At the end of a round, the parameters of all local 

models participating in learning are weighted and averaged to obtain the global model.  

4. ALGORITHM REALIZATION 

4.1. Model overview 

There are two main roles of FedAvg algorithm in the horizontal federated learning implemented in this paper: client and 

server. The main function of the server is to aggregate the local models uploaded by the selected clients7. The main 

function of the client is to receive the instructions sent by the server and the global model, and use the local data to train 

the local model. The structure is shown in Figure 4 as follows: 

 

Figure 4. Client and server. 
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Furthermore, CIFAR-10 image data set is classified by means of horizontal federation, and ResNet-18 model is adopted. 

4.2. Server 

The server functions to aggregate the local models uploaded by the selected clients in horizontal federation. 

When it comes to a full-featured federation framework, the server involves much more complicated functions, for 

example, network monitoring of every client node, sending reconnecting signals to failure nodes and so on and so forth.  

Our experiment is simulated locally, not involving network communication details and troubleshooting, so information 

about such functional details is not discussed, but only the model aggregation function is mentioned8-9. 

First, Server, a server class is defined, where the main functions in the class are included as following. 

4.2.1. Definition of constructor. In the constructor the responsibilities of the server include: 

First, to copy the configuration information to the server; 

Second, to get the model according to the model information as configurated. Here ResNet-18 model built in the models’ 

module of torchvision is used. 

4.2.2. Definition of model aggregation function. As we mentioned earlier, the main function of the server is to aggregate 

the models. Therefore, after defining the constructor, we need to define the model aggregation function in the class, and 

update the global model by receiving the model uploaded by the client and using FedAvg algorithm.                                        
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where, 
tG  represents the global model after the Tth round of aggregation, 

1t

iL +
 represents the model after the local 

update of the i th client in the 1t + th round, and 1tG + represents the global model after the 1t + th round of aggregation. 

4.2.3. Definition of model evaluation function. For the current global model, we evaluate the performance of the current 

global model according to the evaluation data. Usually, the server-side evaluation function is mainly used to analyze the 

global model after the current aggregation, and to determine whether the current model training needs next iteration or 

should be terminated in advance, or whether the model is diverging and degenerating. The server can take different 

measures according to different results.  

4.3. Client 

The client mainly functions to receive the instructions sent by the server and the global model, and use the local data to 
train the local model in horizontal federation. Similarly to the server mentioned above, when it comes to a full-featured 

federation framework, the client involves many complicated functions, for example, the necessity to consider whether 

the local resources (CPU, memory, etc.) meet the training needs, the current network interruption and training due to 

external factors10-12, etc. 

Here, we only emphasize the local model training details of the client. First, Client, a client class is defined, where the 

two main functions in the class are included as following. 

(1) Definition of the constructor 

In the constructor, the responsibilities of the client include: 

First, to copy the configuration information to the client; 

Then, to get the model according to the model information as configurated. Usually the model parameters are delivered 

to the client from the server and the client overwrites the local model with the global model; 

Finally, to configure the local training data. In this case, we get the CIFAR-10 data set through the datasets module of 

torchvision and then divide it according to the client ID. Different clients have different sub-data sets, and there is no 

intersection between them. 
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(2) Definition of the local training function of the model 

Loss function is selected after the selection of classification model. Here we use Softmax crossover   

Entropy loss function, which is in the form of:                                      
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where, n  is the sample size on device ,, j ij y
 
is the true label of j th sample of device i th, and ,

ˆ
j iy is the prediction 

label of j th sample of device i th, which is actually related to the parameter w of classification model.  k is the number 

of categories, or the dimension of label vector. Next it is necessary to aggregate and average the loss function on each 

device in federated learning. 

4.4. Aggregation 

When the configuration file, server class and client class are all defined, we combine this information together. First, 

read the profile information. Next, we will define a server object and several client objects respectively to simulate the 

horizontal federation training scene. At every iteration, the server randomly selects some clients to participate in iterative 

training. The selected clients call the local training interface “local_train” for local training. Finally, the server calls the 

model aggregation function “model aggregate” to update the global model. The codes are shown in Figure 5 as follows: 

 

Figure 5. Partial aggregation code. 

4.5. Comparison of the effects of federated learning and centralized training of Resnet 18 on CIFAR-10 

Training results are shown in Figure 6. 

Federal training configuration: There are 10 client devices (no_models=10), 5 of which are randomly selected to 

participate in training (k=5) in each round, and the number of local training iterations is 3 (local_epochs=3) and the 

number of global iterations is 20 (global_epochs=20). 

Centralized training configuration: We don’t need to write centralized training code separately, and only have to modify 

the federated learning configuration to make it equivalent to centralized training. Specifically, we can set the client 

device no_models and the number of training devices k selected in each round to 1. This kind of federal training with 

only one device is equivalent to centralized training. Other parameter configuration information is consistent with 

federated learning and training. 
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Figure 6. Comparison of effects between federated learning and centralized training. 

 

Figure 7. Comparison between single point training and federated training. 

Training results are shown in Figure 7.  

The single-point training in the figure is the result of model training using local data under a certain client. 

We can see that the model effect of single-point training (blue bar) is obviously lower than that of federal training (green 

bar and red bar), which shows that the global distribution characteristics of data cannot be well learned only through the 

data of a single client, and the generalization ability of the model is poor. 

In addition, for the different number of clients (k value) participating in each round of federal training, its performance 

will be different. The larger the k value, the more clients participating in each round of training, the better its 

performance will be, but the completion time of each round will be relatively longer. 

5. CONCLUSION 

Federated learning is a product driven by the trend of privacy protection in the era of big data, while image classification 

is a very common application in our daily life. They are not separated but symbiotic. Based on the settings in the training 

process of image classification model of federated learning, this paper analyzes the effect of the federated optimization 

algorithm. The results show that, when the step size is properly selected, the convergence rate of the federated 

optimization algorithm is faster, and in the case of heterogeneity, the algorithm can converge stably, and the number of 

communication rounds also reduces. 
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However, it should be noted that in this paper we only simulate the communication process between the client and the 

server locally, but do not carry out the communication between the server and the client in the real network environment, 

so the communication delay of local simulation is meaningless. We work out this experiment to prove the effectiveness 

of federated learning and show its performance comparison with centralized learning. It is necessary for us to make 

further exploration on actual network deployment and privacy protection of communication parameters. 
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