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Comparison of mid-infrared and Raman spectroscopy
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Abstract. Mid-infrared or Raman spectroscopy together with multi-
variate data analysis provides a novel approach to clinical laboratory
analysis, offering benefits due to its reagent-free nature, the speed of
the analysis and the possibility of obtaining a variety of information
from one single measurement. We compared mid-infrared and Raman
spectra of the sera obtained from 247 blood donors. Partial least
squares analysis of the vibrational spectra allowed for the quantifica-
tion of total protein, cholesterol, high and low density lipoproteins,
triglycerides, glucose, urea and uric acid. Glucose (mean concentra-
tion: 154 mg/dl) is frequently used as a benchmark for spectroscopic
analysis and we achieved a root mean square error of prediction of
14.7 and 17.1 mg/dl for mid-infrared and Raman spectroscopy, re-
spectively. Using the same sample set, comparable sample through-
put, and identical mathematical quantification procedures Raman and
mid-infrared spectroscopy of serum deliver similar accuracies for the
quantification of the analytes under investigation. In our experiments
vibrational spectroscopy-based quantification appears to be limited to
accuracies in the 0.1 mmol/l range. © 2005 Society of Photo-Optical Instrumen-
tation Engineers. [DOI: 10.1117/1.1911847]
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1 Introduction
The spectroscopy of molecular vibrations is experiencing a
renaissance due to substantial technical advances in expe
mental methods, increased computational capabilities an
growing analytical demands. Potential medical applications
are currently being investigated in various fields such as
angiology, rheumatology, endocrinology, dentistry, or
dermatology.1–5 In a routine clinical laboratory setting, body
fluids like blood are particularly easy to obtain and are thus
the most frequent primary material of investigation by labo-
ratory diagnostics.

Blood has frequently been subjected to infrared and Ra
man spectroscopy.6–9 Since cellular components such as
erythrocytes account for;42% of the weight of blood, the
vibrational spectroscopy of whole blood is modified by Mie
scattering. Removal of the solid components leaves the liqui
phase, which is called plasma. Although many investigation
have shown very promising results for plasma,10–13 the col-
lection of plasma unfortunately requires the addition of a
highly standardized type and concentration of anticoagulan
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In contrast, serum is readily obtained from whole blood if~in
addition to the cellular components! those substances are re
moved which contribute to the coagulation cascade, e.g.
brinogen. In daily routine, serum is simply collected fro
whole blood by means of centrifugation. Hence, this man
script focuses on the serum which is an easily access
sample, needs no addition of anticoagulant, can be obta
reproducibly and is a very frequent sample type in rout
laboratory diagnostics.

Water forms the basis of body fluids and accounts for 9
of the serum. In the mid-infrared region, where most of t
basic vibrations of biomolecules occur, the absorption coe
cient of water amounts to102– 104/cm making the direct ob-
servation of vibrational modes of organic compounds in bo
fluids difficult. This difficulty may be mitigated or bypasse
e.g., by using transmission path lengths below 100mm14

and/or intense mid-infrared light sources,15,16 by employing
attenuated total reflection techniques,10 or by investigating
near-infrared overtones instead of the fundamental mode
the vibrations.11,17 Moreover, the body fluid could be drie
such that the sample’s water content is substantially redu
and the remaining components of the body fluid can be
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Table 1 Mean, maximum and minimum values and standard deviation s ref of the different analyte concentrations as determined by the reference
method. The relative coefficient of variation (%CV) measures the precision of the reference methods upon re-sampling. The concentration of LDL
cholesterol was determined using the Friedewald formula.

Analyte
Mean

[mg/dl]
Min

[mg/dl]
Max

[mg/dl]
s ref

[mg/dl] Test method %CV

Total protein 7008 6100 8100 376 Colorimetric assay 0.95

Glucose 154 42 423 103 Enzymatic UV test 1.7

Urea 31 15 56 7 Kinetic UV assay 3.4

Uric acid 5.3 2.5 9.0 1.3 Enzymatic colorimetric test 1.7

Cholesterol 133 37 392 38 CHOD-PAP 1.7

Triglycerides 198 119 338 68 GPO-PAP 1.8

HDL cholesterol 54 14 99 14 Enzymatic colorimetric test 1.85

LDL cholesterol 118 47 249 34 ¯ ¯
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rectly investigated by mid-infrared spectroscopy.6 Alterna-
tively, various kinds of Raman spectroscopy may be used t
provide access to the fundamental vibrational spectra of bod
fluids.8,9,18–20 Near-infrared Raman spectroscopy appears to
be particularly favorable, since it takes advantage of the low
absorption coefficient of water in the near-infrared spectra
region~which, e.g., amounts to 0.35/cm at a wavelength of 1
mm! and since the fluorescent light background is strongly
reduced when compared to using visible light for Raman
spectroscopy.

For the research described in this report, two approache
were followed in order to investigate body fluids, namely
near-infrared Raman spectroscopy of serum in its native form
and mid-infrared spectroscopy of dried films of serum. While
each of the two spectroscopic techniques was optimized ind
vidually, identical samples were used for both analyses, th
samples throughput was required to be identical and the fina
data analysis was performed with the identical software rou
tines in order to allow for a close comparison of the two
approaches.

2 Materials and Methods
Blood samples were collected from 238 healthy donors an
nine patients suffering from diabetes. The samples were cen
trifuged at 900 g for 30 min using a Heraeus Labofuge GL
and the serum was isolated. Serum samples from 80 dono
were set aside and glucose was added to these samples in
form of a glucose solution~Fresenius Kabi Glucosteril®
70%!. Forty of these samples were spiked with 2.2mL glu-
cose solution per millilitre of serum to increase the glucose
concentrations by approximately 150 mg/dl. Glucose concen
trations in the other 40 samples were increased by approx
mately 300 mg/dl upon addition of 4.4mL glucose solution
per millilitre of serum. Subsequently, all of the serum samples
were partitioned into multiple aliquots of 3 mL each. All
samples were frozen at280 °C for storage purposes. One of
the aliquots of each donor’s samples was subjected to clinica
chemistry testing: The concentrations of total protein, glucose
uric acid, urea, cholesterol, triglycerides and HDL cholestero
031108Journal of Biomedical Optics
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were determined by enzymatic tests using a MODULAR®
system.§3 The concentration of LDL cholesterol was calc
lated by the Friedewald formula. Note that these refere
concentrations of analytes were determined after the af
mentioned steps, particularly after spiking. Furthermore,
concentrations of cholesterol, triglycerides, HDL and LDL a
physiologically interrelated. While the square of Pearso
correlation coefficient indicates a substantial correlation(r 2

50.86) between cholesterol and LDL,r 2 is less than 0.3 for
all other pairs of metabolites. For example, triglycerides
not completely unrelated to cholesterol(r 250.19) and HDL
(r 250.21). Qualitatively, these observations also hold tr
when calculatingr 2 within the various subsets~e.g., spiked
samples versus unspiked samples! individually.

Minimum, mean, and maximum concentrations of ea
analyte are given in Table 1 together with the standard de
tion of the concentrations and the reference test method.
standard measure for precision in a clinical laboratory is
coefficient of variation, which is determined by remeasuri
the concentrations of analytes multiple times. The ratio
tween the coefficient of variation and the mean value of
concentration of the analyte under investigation, i.e., the r
tive coefficient of variation %CV, is listed in Table 1 for eac
of the individual reference methods.

Since more than 180 million people suffer from diabet
mellitus, a disorder of the glucose metabolism, the quantifi
tion of glucose has frequently served as a benchmark for
capabilities of vibrational spectroscopy in the context of clin
cal laboratory analysis. The quantification of glucose h
therefore been emphasized throughout this manuscript.

We employed an automated pipetting system together w
a BRUKER Matrix HTS-XT spectrometer for the experimen
using mid-infrared spectroscopy.21 Ninety-six-well silicon
sample carriers were used for mid-infrared transmission sp
troscopy; 3mL of serum were pipetted onto a sample carr
in random order and left to dry in ambient air for 30 mi
After drying, the film~thickness of 2–10mm! was subjected

§MODULAR is a trademark of a member of the Roche group.
-2 May/June 2005 d Vol. 10(3)
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Rohleder et al.: Comparison of mid-infrared and Raman spectroscopy . . .
to mid-infrared transmission spectroscopy. Spectroscopy i
performed in transmission using a DLaTGS detector, which in
contrast to mercury cadmium telluride~MCT! detectors can
be operated without liquid nitrogen cooling. Each spectrum
was recorded in the wave number range from 500 to 400
cm21 and consisted of 3629 data points. Spectra were ac
quired at a resolution of 4 cm21 and averaged over 32 scans.
Blackmann–Harris three-term apodization was used and th
zero filling factor was 4~note that the use of a zero filling of
4 is standard practice in our laboratory but does not contribut
to the accuracy of our results!. To improve reproducibility
each sample was pipetted and measured on three sample c
riers and the three absorbance spectra of each sample we
corrected for sample carrier background and normalized. W
used a proprietary algorithm22 to correct for sample carrier
background and to normalize the spectra.~Note that due to the
good reproducibility of our measurement method during this
study a simple background subtraction and standard vecto
normalization will give similar results!. At each wave number
the median of the three pre-processed spectra was calculat
and the resulting spectrum was then subjected to furthe
analysis. Although the actual integration time per spectrum
was only 29 s, the triplicate measurement, the spectroscop
determination of the sample carrier background and the
sample handling time resulted in an average processing tim
of 5 min per sample. The sample carriers were discarded afte
use.

Stability of the mid-infrared system was coarsely assesse
by calculating the area under the spectra before normalizing
Variations of the area under each spectrum are caused prim
rily by variations of the shape and thickness of the dried film
of serum, which finally leads to a variation in optical path
length. We find that the area under curve varied by less tha
620% among the measurements in this study. However, on
sample was excluded from further analysis since the area un
der the mid-infrared spectra amounted to less than 50% of th
expected value for all three absorbance spectra originatin
from this sample.

A Kaiser Optical HoloSpec f/1.8i spectrometer was used
for Raman spectroscopy. Laser radiation~wavelength 785 nm!
interacted with the sample within a quartz cuvette~power at
the location of the sample: 200 mW! and backscattered radia-
tion was collected using an Olympus PL4X lens. Ten quartz
cuvettes were alternated and, after ten measurements, the c
vettes were cleaned in 1% Hellmanex II solution~Hellma
GmbH&Co. KG, Müllheim/Baden, Germany! at 70 °C, dried
and used for the next set of measurements. Spectral resolutio
was 8 cm21. Spectra were acquired over 5 min during 12
acquisitions of 25 s each. The raw spectra were normalize
and a fifth order polynomial background was subtracted in the
region from 300 to 1870 cm21 using an iterative algorithm.23

Further details of the Raman experiments are reported i
Ref. 19.

The strategy of the comparison was to use an optimum
setting for each spectroscopic method individually, but to re-
quire the working conditions from a laboratory standpoint and
the data analysis to be as equivalent as possible for both met
ods. Differences and similarities between the parameters use
for the two approaches are listed in Table 2. While many of
the parameters had become an internal working standard du
ing our prior investigations, we paid particular attention to
031108Journal of Biomedical Optics
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request a throughput of at least 80 samples per day for b
spectroscopic methods. Furthermore, liquid nitrogen cool
had to be avoided in the view of possible future laborato
application. We used samples from the same study for
investigation of both spectroscopic approaches and we s
the spectra into the same calibration and validation sam
subsets. Finally, identical multivariate analysis algorithm
were used for the quantitative analysis of the pre-proces
spectra.

After the spectroscopy and the pre-processing of spe
had been completed, all data~laboratory data and spectra! of
the 247 donors were divided into a teaching set of 148 don
data and a set of 99 donors’ data for independent validat
Those samples exhibiting the lowest and the highest conc
trations of the different analytes were always assigned to
teaching set. The statistical equivalence of the teaching
validation sets was verified on the basis of two-samplet-tests
and two-sampleF-tests for the different analytes. For teac
ing, partial least squares regression~PLS! was performed us-
ing MathWorks’ MatLab™ 6.0 Release 12 together with SIM
PLS algorithm implemented in the PLSIToolbox 2.1 by
Eigenvector Research, Inc. In order to optimize the train
within the teaching data set, the root-mean-square erro
calibration ~RMSEC! and the root-mean-square error
leave-one-out cross validation~RMSECV! were calculated

RMSEC5F( i 51
Nteach~cpred,i2cref,i !

2

Nteach2LV21
G1/2

RMSECV5F( i 51
Nteach~cpred,i2cref,i !

2

Nteach
G1/2

.

Herecref,i andcpred,i denote the concentrations of analytes
samplei as determined by the reference method and by
spectroscopic measurement, respectively.Nteachis the number
of teaching samples(Nteach5148) and LV is the number of
latent variables used for the PLS calibration. The optim
LV was chosen by selecting that value forLV, which corre-
sponds to the minimum of RMSECV.

The validation set remained blinded until the teaching h
been finalized. As a measure for the prediction accuracy of
system, the root-mean-square error of prediction~RMSEP!
was calculated according to

RMSEP5F( i 51
Nval~cpred,i2cref,i !

2

Nval
G1/2

.

Nval is the number of validation samples(Nval599 for Raman
spectroscopy,Nval598 for mid-infrared spectroscopy!. Rela-
tive errors ~%RMSEP! are calculated as the ratio betwee
RMSEP and the mean concentration.

3 Results
An example of the mid-infrared spectrum of a dried film
serum is given in Fig. 1. The mid-infrared spectrum is dom
nated by the infrared absorption of proteins such as albu
or globulins, which, after drying, constitute the major comp
nents of the serum film. Proteins exhibit characteristic vib
tions of the polypeptide skeleton. The most pronounced p
-3 May/June 2005 d Vol. 10(3)
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Table 2 Main characteristics of the parameters used for infrared and Raman spectroscopy. Note that
aliquots of identical serum samples have been used for both approaches.

FTIR RAMAN

Process parameters

Samples throughput 80/day

Need for liquid nitrogen cooling no

Sample carrier type Silicon plate Quartz cuvette

Sample carrier reuse No Yes

Background measurement Yes No

Sample volume used 100 mL 1 mL

Sample handling Automated Manual

Sample drying Yes No

Multiplicity of measurement Triplicate Single

Spectroscopy parameters

Light source Globar Semiconductor laser

Detector type DLaTGS CCD

Acquisition time for a single spectrum 30 s 5 min.

Detected wave number range 500–4000 cm−1 300–3500 cm−1

Spectral resolution 4 cm−1 8 cm−1

Zero filling 4 ;2

Analysis parameters

Data pre-treatment Background correction,
normalization

Subtraction of 5th order
polynomial,

normalization

Wave number range used for PLS analysis
of proteins

1220–1690 cm−1 300–1500 cm−1

Wave number range used for PLS analysis
of all other analytes

500–1800 and
2500–3300 cm−1

300–1500 cm−1

Teaching set 148 serum samples

Teaching algorithm SIMPLS

Determination of optimum No. LV minimum of RMSECV

Independent validation set 99 serum samples

Measure of quality of quantification RMSEP
-
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at 1653 cm21 is caused by the Amide I vibration of the pep-
tide chain. Similarly, the peaks at 1545 cm21 and around 1270
cm21 can be assigned to the Amide II and Amide III vibra-
tions. The O–H stretch vibration is reflected as a broad fea
ture around 3300 cm21, which also contains a triplet structure
arising from stretch vibrations of2C–H in 2CH2 and
2CH3 .

Figure 2 shows the Stokes-shifted Raman signal of serum
after background subtraction. While the2C–Hx stretch vi-
brations around 2900 cm21 appear to be similar to the mid-
infrared case, the spectrum substantially differs at lower wav
numbers. The Amide I band is strongly decreased and th
Amide III band is part of the most prominent feature of the
spectrum. Furthermore, the essential amino acids phenylal
nine and tyrosine can be clearly identified at 1003 cm21 and at
the 829/851 cm21 duplet, respectively.

Quantification of the concentration of the analytes was per
formed by training a PLS algorithm individually for each ana-
lyte within the spectral regions shown in Table 2. As an ex-
ample, the root-mean-square errors resulting from the PLS
analysis of infrared spectra are illustrated in Fig. 3 for the cas
031108al Optics
-

Fig. 1 Mid-infrared spectrum of a film of dried serum after subtraction
of the background signal caused by the silicon sample carrier (n:
stretch vibration. d: bending vibration).
-4 May/June 2005 d Vol. 10(3)
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Fig. 2 Raman signal of serum after background subtraction. The
wavelength scale represents the wavelength of the Raman scattered
light during illumination of the sample with laser light at 785 nm (n:
stretch vibration. d: bending vibration). The energy difference allows
for the calculation of the Raman shift, which is expressed in terms of
wave numbers in this graph.
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of glucose. Here, the minimum of RMSECV occurs at
LVmin515. For glucose as well as the other seven parameter
LVmin is given in Table 3 together with the corresponding
values for RMSEC and RMSECV.

Since the values of RMSECV are very similar in the vi-
cinity of LVmin , it is interesting to ask in how far RMSECV
becomes minimal at the given values ofLVmin at random. In
other words, will the minimum of RMSECV be found at ex-
actly the same values ofLVmin as listed in Table 3 if one were
to repeat the whole experiment? We find that, for instance, in
the case of glucose the distribution of residue of the leave
one-out cross validation forLVmin515 is not significantly dif-
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ferent from that calculated for any value ofLV between 9 and
31 ~F-test,a50.05!. Similarly, different ranges of statistically
equivalent values forLV are given in Table 3 for the eigh
parameters under investigation.

After the teaching of the algorithms had been finalized a
LVmin had been determined, the spectra of the validation
were subjected to blinded validation. The analyte concen
tions of the 98 validation samples investigated by m
infrared spectroscopy were predicted based on the PLS m
and subsequently compared to the concentration derived
the laboratory method~see Fig. 4; the predictions for the cas
of the 99 Raman spectra are illustrated in Ref. 19!. The results
of the quantitative analysis are summarized in Table 4
both, mid-infrared and Raman spectroscopy. For comple
ness and since the particular values ofLVmin are subject to
some randomness~as outlined above! we have also calculated
the RMSEP for all those PLS models, in which the number
latent variables was within the discussed ranges of statistic
equivalent values ofLV. The minimum (RMSEPmin) and
maximum(RMSEPmax) prediction error observed within the
given range ofLV are listed in Table 4 for each analyte.

The predictions obtained by using mid-infrared spectr
copy may be compared to the results of Raman spectrosc
As an example, the difference between the predicted con
tration and its actual concentration as determined by labo
tory analysis is illustrated for the case of glucose in Fig. 5
both technologies. Beyond the qualitative impression of
scatter of the data, the calculation of RMSEP allows fo
more quantitative comparison. A RMSEP of 14.7 and 1
mg/dl was achieved for mid-infrared and Raman spectr
copy, respectively. No significant differences between
mean values of the shown residue~pairedt-test;P50.03) as
well as their spread~F-test; P50.04! could be detected be
tween the two spectroscopic methods.

4 Discussion
Our comparative study was dedicated to the quantita
analysis of Raman spectra of native serum and mid-infra
spectra of films formed from serum upon drying. To the b
of our knowledge the investigations presented in this ma
script constitute the most comprehensive comparison betw
mid-infrared and Raman spectroscopy with regard to de
mining the concentration of analytes in serum.

Particular attention was paid to requesting identical op
ating parameters for both methods from a clinical laborat
viewpoint, namely equal throughput and the avoidance of
uid nitrogen cooling. In addition, the data analysis procedu
were identical once the pre-treatment of the raw spectra
each method was finalized. Furthermore, it was important
the identical samples were used for both methods, includ
the identical splitting and sorting into teaching and validati
data sets.

For an unbiased analysis it was important to rigorou
train the PLS algorithm using the teaching data only and
perform an independent validation thereafter. As part of t
clear separation between the teaching and the validation
set, the search for the optimum dimensionality of the probl
~i.e., identifying ‘‘optimum’’ number of latent variablesLVmin
for the PLS algorithm! was based on the teaching set on
After all parameters of the PLS model had been defined,
Fig. 3 Root-mean-square error of calibration (RMSEC), leave-one-out
cross validation (RMSECV) and prediction (RMSEP) as a function of
the number of latent variables using the quantification of glucose
based on infrared spectra as an example. The minimum of RMSECV
determines the ‘‘optimum’’ number of latent variables (15 in the case
of glucose).
-5 May/June 2005 d Vol. 10(3)
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Table 3 Results of the teaching procedure. LVmin denotes that number of latent variables, for which the
root-mean-square error of leave-one-out cross validation (RMSECV) becomes minimal. RMSEC is the
root-mean-square error of calibration. Since RMSECV does not statistically differ from its minimum value
within a range of latent variables, the range of statistically equivalent values of LV is noted in brackets.

Analyte

LVmin RMSEC [mg/dl] RMSECV [mg/dl]

IR Raman IR Raman IR Raman

Total protein 3
(1–20)

10
(7–15)

300 118 318 157

Glucose 15
(9–31)

10
(8–15)

9.5 17.1 15.6 22.6

Urea 18
(11–50)

12
(11–19)

2.3 2.5 4.0 3.9

Uric acid 10
(1–19)

12
(1–28)

0.9 0.6 1.2 1.2

Cholesterol 12
(8–25)

12
(10–50)

10.9 7.4 15.1 11.8

Triglycerides 19
(12–28)

15
(10–50)

9.8 7.3 16.7 19.3

HDL cholesterol 15
(4–50)

10
(7–26)

6.6 7.2 10.9 9.8

LDL cholesterol 12
(6–33)

14
(10–50)

13.9 5.9 19.5 15.3
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dependent validation was performed and the root-mean
square error of prediction~RMSEP! was calculated. In retro-
spect we find that those values ofLV which provide the
minimum value for RMSEP within the independent validation
set ~see Table 4! are frequently very close to our estimates
LVmin , which were derived from the teaching set only. Thus,
we conclude that the method we used for estimating the opt
mum number of latent variables provides a reasonable ap
proach to the problem of dimensionality.

In our measurement setup, Raman spectroscopy require
larger sample volumes than the infrared spectroscopy. Al
though we envisage that the volume used here~1 mL! can be
reduced to 200mL by means of automation, it would still be
twice the volume used in infrared spectroscopy. For infrared
spectroscopy, the volume may even be reduced further: i
fact, we designed our system such that it can operate wit
volumes as low as 70mL and even lower volumes are con-
ceivable.

Given the fact that vibrational changes in dipole moment
~or polarizability in the case of Raman spectroscopy! are of a
similar order of magnitude for most biomolecules, the
sample-specific detection capabilities mainly depend on th
concentration. The RMSEP values of the eight analytes unde
investigation are shown for both spectroscopic techniques as
function of mean concentration in Fig. 6. RMSEP appears to
increase with analyte concentration. However, the ratio be
tween RMSEP and mean value decreases with increasing co
centration~dashed lines in Fig. 6!: Uric acid exhibits the low-
est concentration of all of the analytes investigated and
pertains a relative error of up to 26% upon quantification. In
contrast, proteins constitute the molecular group with the
031108al Optics
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highest concentration and they can be quantified within a r
tive error as low as 2.5%. This tendency holds true for b
mid-infrared and Raman spectroscopy. In order to relate
findings with present day clinical chemical analyzers it is a
instructive to understand the measurement accuracy in te
of the number of molecules rather than their mass-related c
centration: Considering the molar weights of the analytes
vestigated, vibrational-spectroscopy based quantification
pears to be limited to accuracies in the 0.1 mmol/L ran
regardless of the particular choice of the spectroscopic te
nique. This finding is also supported by prior publications
our and other groups as listed in Table 5.6,8,18–19,24–27

High signal-to-noise ratios are considered a fundame
strength of infrared spectroscopy when compared to Ram
spectroscopy. However, we find that this advantage does
result in a superior prediction accuracy when compared
Raman spectroscopy. This result supports our prior findi
that reproducibility rather than signal-to-noise ratio impose
lower limit on the prediction errors in mid-infrared spectro
copy, even if particular attention is paid to the reproducibil
by virtue of automation, triplicate measurement, standard
tion, and computational efforts.21 A small supplementary in-
vestigation also points at the importance of reproducibili
five randomly chosen samples from the above study were
measured over the course of the above experiments u
mid-infrared spectroscopy and the concentrations of anal
were predicted on the basis of the PLS algorithm descri
above. For each sample and each analyte, the predicted
centrations vary from measurement to measurement. In a
ogy to the clinical laboratory guidelines, the relative coef
cient of variation~%CV! can be calculated as a measure f
-6 May/June 2005 d Vol. 10(3)
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Fig. 4 Concentrations of analytes in the validation samples as predicted by mid-infrared spectroscopy (cpred) as compared to the concentrations
determined by the laboratory methods (cref). Corresponding Raman data have been published in Ref. 19.
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the precision of the system. We find that, on average, %CV
ranges from 4%~protein! to 16%~LDL !. These numbers have
to be compared to 4.7% and 16.4% for the %RMSEP of pro
tein and LDL, respectively. Thus, we find that for these, as
well as most of the other analytes, the error observed upo
031108Journal of Biomedical Optics
remeasuring the sample still substantially contributes to
overall error in the case of infrared spectroscopy of seru
The challenge in reproducibility might be caused by the h
susceptibility of mid-infrared spectroscopy to changes in
vironmental conditions~in particular water vapor and tem
-7 May/June 2005 d Vol. 10(3)
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Table 4 Results of the independent validation. RMSEP$LVmin% denotes the root-mean-square error of
prediction at that number of latent variables, for which the root-mean-square error of leave-one-out cross
validation (RMSECV) became minimal (see Table 3). RMSEPmin and RMSEPmax denote the minimum and
maximum values of RMSEP observed when using PLS calibration models on the basis of different values
of LV (in braces) within a range statistically equivalent to LVmin .

Analyte

RMSEP$LVmin% @mg/dl# RMSEPmin$LV% @mg/dl# RMSEPmax$LV% @mg/dl#

IR Raman IR Raman IR Raman

Total protein 328 $3% 176 $10% 323 $4% 169 $8% 434 $20% 198 $7%

Glucose 14.7 $15% 17.1 $10% 13.4 $24% 16.9 $9% 17.6 $9% 21.1 $14%

Urea 3.3 $18% 4.4 $12% 3.3 $21% 4.4 $12% 5.6 $50% 4.9 $17%

Uric acid 1.4 $10% 1.1 $12% 1.3 $7% 1.1 $11% 1.6 $19% 1.3 $1%

Cholesterol 16.1 $12% 11.5 $12% 15.0 $11% 11.1 $11% 18.0 $24% 14.1 $29%

Triglycerides 18.1 $19% 20.7 $15% 17.5 $17% 19.8 $12% 21.4 $27% 23.9 $50%

HDL cholesterol 11.9 $15% 11.0 $10% 11.8 $14% 10.0 $12% 21.1 $44% 13.7 $25%

LDL cholesterol 19.4 $12% 15.7 $14% 18.6 $18% 14.6 $11% 25.3 $33% 19.1 $50%
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perature! which affect both the spectroscopy and the drying
process. In turn, the lower signal-to-noise ratio generally ob
served during Raman spectroscopy does not prevent the qua
tification of analytes in serum if a measurement time of 5 min
per sample is acceptable.

In the light of a routine clinical laboratory application, the
relative prediction errors~%RMSEP! may be compared to the
standard deviations of reference concentrations, which prima
rily reflect the physiological variations within the population
under investigation. For example, the standard deviation o
the reference values amounts to only 5.4% of their mean con
centration for total protein. On the other hand, the concentra
tion of proteins can be predicted with a relative prediction
error of 4.7% for mid-infrared spectroscopy. Ignoring any
non-Gaussian contribution to the distribution of concentra-
tions, it appears reasonable to conclude that the relative pre
diction error of the infrared spectroscopic approach is compa
rable to the biological variations of the concentration of total
031108al Optics
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-

-

-

protein in our study population. Similar conclusions may
drawn for HDL and uric acid, for which the relative predictio
errors exceed the biological variation among the donors
our study population by only 30% or less. In contrast, t
%RMSEP values for cholesterol, triglycerides, LDL and ur
are up to four times smaller than the biological spread
concentrations showing that for those parameters mid-infra
and Raman spectroscopy might supply a valuable tool
quantification. It may be speculated that—similar to the c
of glucose, where we have artificially spiked the samples
deliver concentrations of glucose outside the normal, but w
within the possible physiological range—the quantificati
accuracy of protein, HDL, and uric acid may appear mo
favorable in future studies, using samples which origin
from diseased people suffering, e.g., from dyslipidemia
gout.

Fig. 6 Root-mean-square error of prediction as a function of mean
analyte concentration in the case of Raman (circles) and mid-infrared
(triangles) spectroscopy. The dotted lines indicate relative errors of
prediction (%RMSEP) of 5%, 10% and 20%.
Fig. 5 Difference between the concentration cpred as predicted by Ra-
man (circles) or mid-infrared (triangles) spectroscopy and the concen-
tration cref as determined by the laboratory analysis. The dashed (dot-
ted) lines indicate the values of 6RMSEP for the mid-infrared (Raman)
spectroscopic data.
-8 May/June 2005 d Vol. 10(3)
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Table 5 Results of the multivariate analysis of mid-infrared and Raman spectra. The given values are the root-mean-square errors of prediction
(RMSEP) of a validation using Nval independent samples. As an exception the results reported in Refs. 6 and 8 were obtained using leave-one-out
(LOO) validation and the values are therefore marked with an asterisk. For the study reported in this manuscript Nval599 samples were subjected
to the validation process for both methods. (Note that in the case of infrared spectroscopy one sample was excluded from the evaluation due to
unusually low absorbances in all three repetitions of the pipetting.) Ntot5247 is the total number of samples used in the study. HDL and LDL denote
the high and low density lipoprotein fraction of cholesterol, respectively. All concentrations are given in mg/dl.

Reference N tot Nval Total protein Triglycerides Cholesterol HDL LDL Glucose Urea Uric acid

Mid-infrared

This study 247 99 328 18.1 16.1 11.9 19.4 14.7 3.3 1.4

a 300 100 280 20.1 10.8 ¯ ¯ 7.4 6.6 2.4

b 300 100 310 23.6 11.2 ¯ ¯ 27 7.2 ¯

c 90 30 ¯ 30.6 14.7 12.0 13.5 ¯ ¯ ¯

d 122 24 ¯ 13 15 ¯ ¯ 16 ¯ ¯

e 306 (LOO) 240* 16.6* 11.3* ¯ ¯ 9.5* 2.0* ¯

Raman

This study 247 99 176 20.7 11.5 11.0 15.7 17.1 4.4 1.1

f 60 18–24 71 ¯ 10.4 ¯ ¯ ¯ ¯ ¯

g 66 (LOO) 190* 29* 12* ¯ ¯ 26* 3.8* ¯

a Reference 24.
b Reference 25.
c Reference 26.
d Reference 27.
e Reference 6.
f Reference 18.
g Reference 8.
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The accuracy of present-day laboratory testing for the pa
rameters investigated is still significantly better than the spec
troscopic results. Even more so, the presented results of spe
troscopy may be perceived as overoptimistic since, e.g., long
term drifts and instrument-to-instrument variations were
purposely avoided in our study. Thus, one might be tempte
to conclude that the quantitative analysis of serum based o
vibrational spectroscopy cannot compete with present da
laboratory diagnostics. However, spectroscopy has the adva
tage that only one measurement is needed in order to quanti
all the shown parameters simultaneously. Furthermore, no re
agents are needed for the analysis, thus eliminating reage
costs and reducing logistic efforts. In cases for which moder
ate accuracy is permissible, vibrational spectroscopy migh
open the path towards a less expensive and more rapid ana
sis with the additional benefit of requiring small sample
volumes.
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