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Abstract. Image mosaicking is a procedure of integrating
information from a series of images to create a comprehen-
sive view of the scene. It is typically carried out by selecting
a subset of pixels from each of the individual images, match-
ing these selected pixels from different images, and then
mapping all the images onto a common image grid. The
number of selected pixels is a critical parameter that affects
both computational complexity and mosaicking accuracy. An
image mosaicking algorithm is developed by using a novel
dynamic point selection concept. The algorithm automati-
cally determines the number of pixels to select according to
the similarity of the images. Simulations show that the pro-
posed algorithm generates mosaic accurately and
efficiently. © 2006 Society of Photo-Optical Instrumentation Engineers.
�DOI: 10.1117/1.2180794�
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An image mosaic combines a series of images or video
frames to form a comprehensive view of the scene. It has
wide applications in a variety of areas such as video
compression,1 global environment understanding,2 video
editing and indexing,3 and panoramic image generation.4

In order to combine a series of images, correspondence
among images has to be established. This can be achieved
by making use of common areas in the images, or the rela-
tionship between two images, which is usually represented
by a mathematical transform. Due to the overwhelmingly
large number of image pixels, it is prohibiting to find cor-
respondence between images by doing a pixel by pixel
search. Instead, only those pixels that convey critical infor-
mation about the images are chosen, and they are referred
to as interest points. The geometric and optical properties
of these interest points are then evaluated to form the so-
called local descriptors. The name comes from the fact that
local descriptors are calculated from a neighborhood of in-
dividual interest points. Interest points from different im-
ages can then be matched by comparing their local descrip-
tors. By using the matching points, correspondence
between images can then be established. Finally, the images
are mapped onto a common grid to form a comprehensive
view.
0091-3286/2006/$22.00 © 2006 SPIE s
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The selection of interest points is critical for mosaicking.
significant amount of research has gone into developing

riteria for choosing interest points. For example, some cri-
eria are based upon target corners or junction of edges, to
ame a few.5 The interest points are chosen from those
ixels with the largest distinguishing value according to
heir respective criteria. However, little has been done to
etermine how many interest points should be chosen for
n image series. This is not considered an issue if one takes
nto account the fact that the more interest points are se-
ected, the better the matching. However, the increase in
omputational complexity may prohibit the image mosaick-
ng system from realistic applications. To illustrate, let the
umber of interest points be n. Then there are n2 pairs of
oints to be matched given two images. Thus the computa-
ion time is quadratic to the number of interest points.

In this paper, we propose a dynamic point selection pro-
edure to automatically choose the number of points ac-
ording to similarities among images. Specifically, fewer
nterest points are chosen if the images are similar to each
ther; while more are chosen if the images are more dis-
arate. Simulations show that by this mechanism, compu-
ation time is significantly reduced without compromising
osaicking accuracy.
Figure 1 shows a novel automatic, dynamic point selec-

ion procedure for image mosaicking.
First of all, the saliency map for each image frame is

alculated. The saliency information of a pixel corresponds
o its likelihood of being a corner point, and is calculated
y the algorithm developed by Harris and Stephens.6 Once
he salience for every pixel is calculated, those pixels with
ocally maximal saliency values are detected and sorted.
rom the sorted list, a number �N1� of the most salient
oints are chosen as interest points.

Local descriptors are calculated from a neighborhood of
he interest points. Among a variety of local descriptors,
cale-invariant feature transform �SIFT�7 has been shown to
e robust8 and thus used in this paper. Refer to Ref. 7 for
mplementation details. The descriptors are then normal-
zed to eliminate the influence of luminance change. The

ig. 1 Procedure for image mosaicking with dynamic point

election.
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similarity of two interest points is determined by the inner
product of their descriptors: the larger the inner product, the
stronger the similarity.

The interest points are used to establish the correspon-
dence between two images. According to the fundamental
principle of camera geometry, if camera lens distortion and
target occlusion are not considered, two images, I1 and I2,
generated for the same target are related by the following
projective transform:

xt =
a11x1 + a12y1 + a13

a31x1 + a32y1 + 1
,

yt =
a21x1 + a22y1 + a23

a31x1 + a32y1 + 1
, �1�

where �x1 ,y1� and �xt ,yt� are the coordinates of the same
target point in I1 and I2, respectively.

Note that due to quantization error in digital images, Eq.
�1� cannot be satisfied strictly for two points corresponding
to the same target point. Hence, correspondence between
two interest points is defined as follows: if there exists an
interest point at �x2 ,y2� in I2 such that the distance between
�xt ,yt� and �x2 ,y2� is no greater than �2 pixels, then �x1 ,y1�
and �x2 ,y2� correspond to each other. The choice of �2
pixels as the distance threshold is because �2 is the maxi-
mum distance two connecting pixels can have, if
8-connectness is considered.

Once the similarity between every interest point in I1
and that in I2 is calculated, a number of N2 �N2�N1� pairs

Table 1 Number of interest point necessary for 4,
amount of computation saved is shown in the las

# of corresponding point 4 8

1 to 2 4 14

# of 1 to 3 14 23

interest 1 to 4 20 33

point 1 to 5 18 33

1 to 6 155 191

Computation saved �%� 79.22 78.41

Fig. 2 Testing images 1, 2, and 3. The in
Optical Engineering 030501-2
f the most similar interest points are found. Based on these
2 pairs of interest points, the projective transform coeffi-
ients �aij� are obtained.

To register a pair of images, a certain number of corre-
ponding interest points have to be found. For example, at
east 4 pairs of corresponding interest points are necessary
f projective transform as shown in Eq. �1� is used. To
nsure a sufficient number of corresponding points gener-
ted, more interest points have to be found when the im-
ges are more disparate. On the other hand, fewer interest
oints are preferred for computation efficiency.

The proposed dynamic point selection procedure auto-
atically increases the number of interest point, N1, when

he selected interest points do not have enough correspond-
ng ones. This is carried out by applying the estimated pro-
ective model on all the N1 interest points. If N3�N2�N3

N1� pairs of corresponding points are found, and the de-
criptors for these interest points are similar, then the pro-
ective model �aij� is validated. Otherwise, N1 is increased
nd the aforementioned procedure is reiterated.

On the contrary, if the selected interest points consist of
ore than enough corresponding ones, fewer interest points

re chosen for the next pair of images. To be exact, if the
revious N4 or more pairs of images have been successfully
egistered without increasing N1, then N1 is reduced.

Typical settings for N2, N3, and N4 are 6, 12, and 4,
espectively. In the experiments, N1 is initialized to 50, and

1 is increased by 10 each time for a failure of point reg-
stration, or reduced by 10 each time N4 or more successive
airs of images have been registered without increasing N1.
he choice of using 10 as the step size for adjusting N1 is

,20,24,28 pairs of corresponding points. The

2 16 20 24 28

8 23 27 39 44

9 41 53 56 62

3 66 78 87 97

0 56 70 87 97

7 273 334 429 474

.88 77.40 77.40 77.85 77.81

points are superimposed on the images.
8,12,16
t row.
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not critical: any step size, as long as it is not too large, can
reduce computation.

Upon validation of the matching points, a local registra-
tion is carried out to accommodate changes in target ap-
pearance. Moving targets are removed and luminance vari-
ance is corrected. Finally, the images are warped to a
common image grid to form a comprehensive view.

The proposed dynamic point selection is evaluated on
the dataset in Ref. 8. This dataset includes the transforma-
tion parameters in addition to the images. Figure 2 shows
three of the images and 100 interest points detected on each
of them, respectively.

As images become more disparate, e.g., when the com-
mon area of the image is less, the corresponding points are
fewer. Refer to Figs. 2 and 3 for examples. However, to
ensure correctly identifying correspondence between im-
ages, the number of corresponding points should be greater
than a certain number. For example, if the projective model
is used to represent the transformation between images, at
least 4 pairs of corresponding points have to be identified.
Therefore, more interest points should be used for a pair of
more disparate images. As shown in Table 1, only 4 interest
points are needed from images 1 and 2, to result in 4 pairs
of corresponding points between them; while 14 interest
points are needed for images 1 and 3, for the same number
of corresponding points.

To register a series of images without using dynamic
point selection, the number of interest points has to be the
maximum for matching any pair of images. As an example,
refer to Table 1. To ensure 4 pairs of corresponding interest
points between image 1 and image 2, 3, 4, 5, or 6, at least

Fig. 3 Correspondence for the interest points.
Fig. 4 Testing video sequence.

Optical Engineering 030501-3
, 14, 20, 18, or 155 interest points have to be found, re-
pectively. Without using dynamic point selection, at least
55 interest points have to be found from each of the im-
ges. However, by using dynamic point selection, only
nough interest points are required. Because the computa-
ion complexity of point matching is quadratic to the num-
er of points, the computation time can be reduced as much
s 79.22%. Experiments are carried out to find 4, 8, 12, 16,
0, 24, or 28 pairs of corresponding interest points. As
hown in Fig. 3 and Table 1, computation time can be re-
uced around 78%.

The proposed mosaicking algorithm has been well tested
n real-world, monocular video sequences. It is shown to
e accurate and robust, and runs in real time on a P4 CPU
f 2.4 GHz. One of the sequences is shown in Fig. 4 and
he mosaic is shown in Fig. 5.

In conclusion, an image mosaicking algorithm is devel-
ped by using a novel dynamic point selection procedure. It
utomatically selects a sufficient number of interest points.
imulations show that the proposed algorithm generates
osaic accurately and efficiently. Simulations also show

hat the dynamic point selection procedure can reduce com-
utation time for point matching by about 78%.
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