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Abstract. This paper presents comprehensive and depth-resolved retinal microvasculature images within human
retina achieved by a newly developed ultrahigh sensitive optical microangiography (UHS-OMAG) system. Due to
its high flow sensitivity, UHS-OMAG is much more sensitive to tissue motion due to the involuntary movement of
the human eye and head compared to the traditional OMAG system. To mitigate these motion artifacts on final
imaging results, we propose a new phase compensation algorithm in which the traditional phase-compensation
algorithm is repeatedly used to efficiently minimize the motion artifacts. Comparatively, this new algorithm
demonstrates at least 8 to 25 times higher motion tolerability, critical for the UHS-OMAG system to achieve retinal
microvasculature images with high quality. Furthermore, the new UHS-OMAG system employs a high speed line
scan CMOS camera (240 kHz A-line scan rate) to capture 500 A-lines for one B-frame at a 400 Hz frame rate. With
this system, we performed a series of in vivo experiments to visualize the retinal microvasculature in humans. Two
featured imaging protocols are utilized. The first is of the low lateral resolution (16 μm) and a wide field of view
(4 × 3 mm2 with single scan and 7 × 8 mm2 for multiple scans), while the second is of the high lateral resolution
(5 μm) and a narrow field of view (1.5 × 1.2 mm2 with single scan). The great imaging performance delivered by
our system suggests that UHS-OMAG can be a promising noninvasive alternative to the current clinical retinal
microvasculature imaging techniques for the diagnosis of eye diseases with significant vascular involvement, such
as diabetic retinopathy and age-related macular degeneration. C©2011 Society of Photo-Optical Instrumentation Engineers (SPIE).
[DOI: 10.1117/1.3642638]
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1 Introduction
Being one of the most energy demanding (per gram basis) or-
gans in the human body, the retina depends on a finely organized
complex microvasculature system for the supply of necessary
nutrients and the clearance of metabolic by-products to maintain
healthy functional vision activities.1 Even a small change of the
retinal microvasculature may cause a deleterious effect on visual
functions. Increasingly more evidence has suggested that the ab-
normal states of the retinal vasculature may lead to irreversible
vision loss, such as diabetic retinopathy, vascular occlusion, and
age-related macular degeneration.2–4 Better assessment of the
retinal microvascular dynamics is important to provide critical
diagnostic information for physicians. Currently, the standard
diagnostic tool for visualizing the retinal blood vessel network
is fluorescein angiography (FA). Through collecting the fluores-
cence light emitted from the contrast agent (sodium fluorescein
dye), FA is capable of providing detailed retinal vasculature im-
ages. However, it requires the injection of a contrast agent into
the blood stream, which is uncomfortable and sometimes may
cause adverse allergic reactions, such as nausea and itching.
Additionally, FA cannot provide valuable depth information for
vessel localizations.
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Because of its attractive features, e.g., noninvasiveness, con-
tactless, depth-resolved localization, and high resolution, optical
coherence tomography (OCT)5 has become widely used in oph-
thalmic clinic as an important diagnostic tool.6, 7 Based on OCT
technology, a number of useful imaging modalities have been
proposed in order to isolate the blood flow signals from bio-
logical tissue, e.g., Refs. 8–21, and 22. Among these methods,
phase-resolved optical Doppler tomography (PRODT)8 is the
most notable, in which the phase difference between adjacent
A-lines is used to evaluate the flow information. However, this
method is only sensitive to the axial velocity of the flow due to
the limitation of Doppler effect. It is currently still a formidable
task for PRODT to provide retinal microvasculature mapping be-
cause the probe beam is almost perpendicular to the vasculature
network orientation, in addition to the tissue noise background23

that reduces the system sensitivity to the blood flow. To improve
the sensitivity of the PRODT method, there are a number of
useful strategies that have been proposed by several research
groups. For example, Makita et al. proposed a dual-beam-scan
Doppler OCT imaging technique, which is able to significantly
increase the system sensitivity while maintaining the nature of
high imaging speed for the system.24, 25 Another approach is to
use the phase variance method, which was originally proposed
by Zhao et al. to calculate the lateral velocity information.8
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When applied between adjacent B-frames, this method has been
reported to achieve microcirculation mapping within retina.19

However, both of these methods are phase-based techniques.
It is known that the phase stability of the optical system is di-
rectly determined by the signal-to-noise ratio (SNR) of the OCT
signal,15 thus, a relatively lower SNR would have a significant
impact on the noise level of the final flow images.

Recently, another novel OCT-based blood flow imaging
modality, optical microangiography (OMAG) was proposed,26

which has been demonstrated to deliver a markedly better imag-
ing performance compared to the currently available meth-
ods. As a variation of OCT technology, OMAG is capable of
producing noninvasive three-dimensional (3D) blood vessel dis-
tribution maps with high resolution for the living biological tis-
sue. Its physical principle is based on the well-known Doppler
effect, and to a lesser extent on the dynamic speckle caused by
the moving particles. Through analyzing the Doppler beating
frequency carried by the light backscattered from the moving
particles, OMAG is able to isolate the blood flow signals from
the static background tissue. Unlike the phase-based approaches,
OMAG directly analyzes the complex interferogram to produce
the imaging contrast, which essentially minimizes the instabil-
ity coming from the phase noise.15 Since reported, OMAG has
been successfully applied to visualize the human ocular vas-
culature map.27–29 However, as to in vivo human applications,
it is difficult, if not impossible, for the traditional OMAG to
achieve high enough sensitivity for visualizing the retinal capil-
lary blood vessels because the algorithm was applied to the fast
scan direction, leading to a relatively short time interval between
adjacent A-lines.30 To increase the system sensitivity, a novel
extension, ultrahigh sensitivity OMAG (UHS-OMAG) was pro-
posed to achieve ∼4 μm/s flow sensitivity through applying the
OMAG algorithm onto the slow scanning axis.30 The reason
behind this dramatic improvement of the system sensitivity to
the blood flow is simple because the OMAG algorithm is now
applied to the adjacent B-scans, leading to an order of magni-
tude increase of the time-interval for sampling the slow motion.
Applying this novel approach, a detailed microvasculature net-
work of human retina was achieved.31 However, there are still
at least two shortcomings that can degrade significantly the fi-
nal imaging performance for our preliminary system reported in
Ref. 31. The first one is the motion artifacts coming from the
movements of a human eye and head, which is inevitable during
imaging. Previously in Ref. 32, a phase compensation method
used in Ref. 27 was applied to mitigate the motion artifacts.
However, the successful implementation of this phase compen-
sation method requires that the axial components of bulk tissue
movement may not exceed the maximum detectable velocity
determined by the time interval between B-scans. Otherwise,
the calculated phase value for compensation does not accurately
represent the velocity caused by the tissue bulk motion. Because
of the relatively longer time interval (2.5 ms in our previous
UHS-OMAG system), the maximum compensable movement
is only ∼0.17 mm/s, which is small compared to human eye or
head movements. This practical problem makes it difficult for the
system to obtain a high quality flow image from an untrained pa-
tient. Another shortcoming is the relatively slow imaging speed
of the system, which was reported at ∼140 kHz. When the fast-
scanning speed was set at 400 Hz, the previous system could
only capture 256 A-lines to form one B-scan. As a consequence,

in order to obtain microvasculature images with acceptable qual-
ity, we had to reduce the imaging window size (i.e., the field of
view) to achieve a high enough A-line density in one B-frame
image.

In this paper, we report a newly developed high-speed UHS-
OMAG system that is capable of achieving a detailed microvas-
culature network of human retina in vivo with tolerable motion
artifacts. A novel phase compensation method, i.e., a high order
phase compensation method, is proposed to significantly extend
the capability of the previous approach to compensate the motion
artifacts. A faster line scan CMOS is employed to provide the
system with a 240 kHz A-line rate that reduced the total imaging
time period. Based on the current system, we designed two types
of imaging modes for visualizing the retinal microvasculature
network. The first imaging mode has a large field of view but
with a relatively lower lateral resolution to visualize the retinal
microvasculature within a large area on the posterior segment
of the human eye. The second one is an imaging mode that has
higher lateral resolution that is used to achieve very detailed vi-
sualization of retinal blood vessels, including capillaries, albeit
within a smaller examining window. The images obtained from
both imaging modes were segmented into three different layers
for visualizing the retinal microvasculature located at different
depth positions.

2 System Configuration
The schematic of our system is illustrated in Fig. 1. The light
source was a superluminescent diode, emitting a broadband
light with 842 nm central wavelength and 46 nm bandwidth,
which gave a ∼8 μm axial resolution in the air. The output
light was delivered to a 20/80 fiber coupler and split into the
sample arm (20% light) and the reference arm (80% light).
In the reference arm, a 20 mm water cell was used to com-
pensate the dispersion caused by the human eye. The lights
backscattered from the eye and reflected from the reference mir-
ror were recombined at the fiber coupler and delivered into a
home-built high speed spectrometer which consisted of a trans-
mission grating (1200 lines/mm), an achromatic focusing lens
(100 mm focal length), and a high speed line scan CMOS camera
(Basler, Sprint spL4096-140 k). The designed spectral resolution
of the spectrometer was ∼0.65 nm, providing ∼2.5 mm imag-
ing depth on both sides of a zero delay line. For the imaging
studies reported in this paper, the exposure time of the camera
was set at 2.9 μs and the active pixel numbers in the cam-
era was set at 896, enabling a ∼240 kHz line scan rate for
imaging.

Depending on the requirements of the imaging goals, such as
the field of view and lateral resolution, we used different sample
arm configurations and scanning protocols. The first goal of our
study aimed at providing a larger field of view of the retinal
vasculature map. To achieve this goal, the beam diameter after
the ocular lens in the sample arm was configured at ∼1.5 mm
that provided ∼16 μm lateral resolution on the retina. In the
fast-scan (X) direction, 500 A-lines with ∼8 μm spatial interval
between adjacent A-scans was used to form one B-scan image,
which covered ∼4 mm on the retina. In the slow-scan (Y) di-
rection, 250 locations were scanned to cover ∼3 mm on the
retina. In each location, 5 B-frames were acquired. The imaging
rate was 400 frames per second. Thus, it took ∼3 s to complete
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Fig. 1 Schematic of UHS-OMAG system. SLD: superluminescent diode; PC: polarization controller.

one C-scan (3D) image, which time period is suitable for in vivo
imaging applications. For further increasing the field of view, we
sequentially scanned six different areas (two in the X-direction
and three in the Y-direction). And then these six scans were
stitched together to form a wide field of microvasculature map
covering ∼7 × 8 mm2 on the human retina.

The second goal of our study was to achieve localized high
resolution vasculature images for detailed visualization of reti-
nal vessel morphologies, including capillaries. To realize this,
the sample beam diameter on the cornea was configured to be
∼5 mm, which provided ∼5 μm lateral resolution on the retina.
With this imaging resolution, the scanning ranges of the above
scanning protocol were adjusted to be 1.5 mm in the X-direction
and 1.2 mm in the Y-direction.

Based on the depth-resolved capability provided by the
FDOCT technology, the final OMAG flow images can be seg-
mented into land-marked depth layers, e.g., the ganglion cell
layer (GCL), the inner plexiform layer (IPL), and the outer
plexiform layer (OPL), according to their depth positions. To
segment these layers, we used the same method presented in
our previous work.31, 32 Briefly speaking, the retinal pigment
epithelium (RPE) layer was first identified as the reference of
the segmentation. The layer that is ∼425 μm above the RPE
was labeled as the GCL. The layer located between 300 and
425 μm above the RPE was labeled as the IPL. The layer lying
between 50 and 300 μm above the RPE was labeled as the OPL.
After segmentation, the maximum amplitude projection was per-
formed along the depth direction to the obtained depth-encoded
microvasculature maps within the retina.

3 High Order Phase Compensation to Reduce
Bulk Motion Artifacts

The detailed description of UHS-OMAG has already been given
in Refs. 30 and 31. Theoretically, as discussed in Refs. 30 and
32, a simplified version of the interferogram captured by the
UHS-OMAG system that ignores all the components that do not

contribute to the useful information about microstructure and
flow can be presented as:

I (t, k) = 2S(t, k)ER

∫ ∞

−∞
a(z, t) cos[2kn(t)(z − vt)]dz, (1)

where k is the wavenumber of the light; t is the time when
the interferogram was captured; I(t, k) is the light intensity;
ER is the light reflected from the reference mirror; S(t, k) is
the spectral density of the light source used; n is the refractive
index; z is the depth; a(z, t) is the amplitude of the backscattered
light; and v is the velocity of the moving blood cells, which
generates the Doppler beating frequency in the interferogram.
To isolate the slow flow signals, the OMAG algorithm is applied
onto the slow scanning axis (Y direction), which takes advantage
of the relatively long time-interval between two B-frames to
achieve ultrahigh velocity sensitivity to the blood flow.

During the in vivo imaging of the microvasculature network
within the human retina, the motion artifacts caused by the
movements of a human eye or head pose a significant challenge
for obtaining a high quality image of blood vessels. To reduce
the motion artifacts on the final imaging results, in our previous
work,31, 32 a phase compensation method proposed in Ref. 27
was directly inherited to improve the imaging performance of
the UHS-OMAG system. This prior method was based on the
accurate estimation of the velocity due to the bulk tissue motion
through the use of the algorithm usefully applied in Doppler
OCT. However, because of the relatively longer time interval
(∼2.5 ms), the unambiguous velocity that can be determined is
only ∼0.17 mm/s in both directions, which is small under the
circumstances of in vivo human imaging applications. Though
the images with high quality can be achieved on healthy and
well trained volunteers, the strict experimental requirement as
mentioned above makes it difficult to be fulfilled when imaging
is performed on untrained patients. A better solution to mitigate
the problem imposed by the relatively large tissue motion is thus
needed for imaging the patients.

Considering the raw interferogram captured by the UHS-
OMAG system [i.e., Eq. (1)], the simplified version of the
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analytical signals at each B-frame could be expressed by the
following equation after applying the Fourier transformation
onto Eq. (1) along the z direction:

B̃(n, z) = A(n, z) exp[iφ(n, z)], (2)

where n is the index of B-scans; z is the depth position; and A
and � are the magnitude and phase of the analytical function.
If the bulk motion happens, through comparing adjacent two
B-frames, the phase difference can be presented as:

�φB(n) = φ(n, z) − φ(n − 1, z), (3)

where ��B is the phase difference generated by the bulk tissue
motion that is required for compensating the motion artifacts.
Here, we ignore the phase difference term generated by the mov-
ing particles, which could be easily eliminated through an aver-
aging process27 or a histogram-based phase selecting process.12

Note that the description that follows can be easily appreciated
by considering that the evaluated phase from a complex function
is always nested within [-π , π ], i.e., we have access only to the
phase modulo 2π .

The evaluated phase difference ��B(n) is directly related to
the real axial velocity of the eye or head movements through the
following equation:

v = λ0�φB

4πn�t
± m

λ0

4n�t
, m = 0, 1, 2 . . . , (4)

where λ0 is the central wavelength and �t is the time inter-
val between adjacent B-frames acquired by the UHS-OMAG
system. When the axial velocity imposed by the bulk tissue mo-
tion satisfies the condition −λ0/4n�t < v < λ0/4n�t , it can
be determined from phase ��B without any ambiguity because
there is no phase wrapping occurring (i.e., m = 0). In this case,
Eq. (2) can be rewritten as:

B̃(n, z) = A(n, z) exp{i[φ(n − 1, z) + �φB(n)]}. (5)

Thus, the evaluated phase ��B between adjacent B-frames can
be directly plugged into Eq. (5) to eliminate the phase caused
by the tissue motion. In fact, this is the process that the prior
phase-compensation method was employed.

However, for a velocity that is large enough to cause phase
wrapping (i.e., m > 0) between adjacent B-frames, the eval-
uated phase ��B is no longer able to provide a good esti-
mation for the real velocity caused by bulk tissue motion be-
cause of the existence of the phase ambiguity. Depending on
the value of bulk tissue motion velocity, there are two different
scenarios for this phase ambiguity. First, if its value satisfies
v = λ0�φB/4πn�t ± 2m(λ0/4n�t)(m = 1, 2, 3 . . .), the real
phase generated by the bulk tissue motion should be ��rB(n)
= ��B(n) ± 2mπ . In this case, the analytical interferogram in
Eq. (5) should be rewritten as:

B̃(n, z) = A(n, z) exp{i[φ(n − 1, z) + �φB(n) ± 2mπ]}.
(6)

It is clear that Eq. (6) can be theoretically represented by
Eq. (5), even though the ambiguity 2 mπ exists. Thus, the calcu-
lated phase ��B is still good for phase compensation to achieve
satisfactory results.

On the other hand however, if v = λ0�φB/4πn�t ± (2m −
1)(λ0/4n�t)(m = 1, 2, 3 . . .), the real phase generated by the
bulk motion now becomes ��rB(n) = ��B(n) ± (2m-1)π . Un-
der this circumstance, the analytical interferogram in Eq. (5)

should be rewritten as:

B̃(n, z) = A(n, z) exp{i[φ(n − 1, z) + π − �φB(n) ± 2mπ]}.
(7)

If we still use the calculated phase ��B(n) to compensate
Eq. (5), then it would become:

B̃(n, z)= A(n, z) exp{i[φ(n − 1, z) + π − 2�φB(n) ± 2mπ]}.
(8)

It is now clear that such treatment of phase compensation fails
to achieve good performance because the compensated inter-
ferogram still possesses the phase residual that comes from the
tissue motion.

To solve this issue, let us look at Eq. (8) carefully. If
|2��B(n)| > π , then Eq. (8) can be written as:

B̃(n, z) = A(n, z) exp{i[φ(n − 1, z) + R1φB(n) ± 2mπ]},
(9)

where R1��B(n) = π- |2��B(n)|. As we noticed, Eq. (9) is
identical to Eq. (6). Thus, this residual phase R1��B(n) can
be compensated if we perform the phase-compensation method
one more time.

However, if |2��B(n)| < π , the calculated phase difference
value from Eq. (8) will become 2��B. Another iteration of
compensation to Eq. (8) will make the interferogram become:

B̃(n, z)= A(n, z) exp{i[φ(n − 1, z) + π − 4�φB(n) ± 2mπ]}.
(10)

Thus, after the compensation process is applied n times, the
resulting analytical signal becomes:

B̃(n, z)= A(n, z) exp{i[φ(n−1, z)+π−2n−1�φB(n) ± 2mπ}.
(11)

This process is continued until |2n-1��B(n)| > π is satisfied. At
this stage, Eq. (11) could also be written as:

B̃(n, z) = A(n, z) exp{i[φ(n − 1, z) + RφB(n) ± 2mπ},
(12)

where R��B(n) = π- |2n-1��B(n)|. Now, the format of the an-
alytical signal of Eq. (12) becomes identical to Eq. (6). As a
consequence, a final iteration of the phase-compensation oper-
ation leads to the residual phase R��B(n) being compensated.

In essence, the high order phase compensation method actu-
ally works to apply the traditional phase compensation method
for multiple times. How many iterations are needed to achieve
satisfactory performance depends on how severe the bulk motion
is. Once the bulk motion was compensated, its calculated phase
difference value will always be around zero. Further iteration of
phase compensation will no longer have an effect on the final
results. Theoretically, the higher order the compensation process
is applied, the better is the imaging performance that the system
can achieve. However, the high order process will increase the
processing time. Empirically, we used an order of four to pro-
cess the data, which could provide good enough tolerance to the
bulk motion with acceptable computational time.

Though the high order phase compensation algorithm is able
to break through the phase ambiguity limitation, its performance
is still limited by a correlation requirement between the adja-
cent B-frames. For relatively large bulk tissue motion, once the
movements during the time interval between two B-frames ex-
ceed the probe beam spot size on the sample, the correlations
between two frames will be totally broken, making the calcu-
lated phase value unreliable. In this case, the high order phase
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compensation method is no longer valid. Empirically, as long
as the movement is less than two-thirds of the probe beam spot
size, the phase-compensation approach is efficient to improve
the imaging quality of the UHS-OMAG system. Considering
the setup of the UHS-OMAG system, the probe beam spot size
is ∼16 μm for the low-resolution imaging protocol, meaning
that the limitation of the phase compensation method for a tis-
sue motion velocity is ∼4.2 mm/s. This value is more than 25
times higher than the traditional phase-compensation method.
For the high-resolution imaging mode with a spatial resolution of
∼5 μm, the tolerance for a tissue motion is ∼1.3 mm/s, still
about ∼8 times higher than the traditional approach.

4 In Vivo Experiments and Imaging Protocols
To demonstrate the capability of the high speed UHS-OMAG
system, we performed experiments by imaging retinal microvas-
culature of a healthy, but untrained volunteer. During the experi-
ments, the head of the volunteer was positioned on a home-built
ophthalmology stage in order to minimize the head movement.
An aiming light was introduced in the system to help minimize
the movement of the human eye. The whole processes of the
experiments were performed in a dark room to help the dilation
of the human pupil but without any pupil dilation drug applied.

Before imaging, the traditional FDOCT scanning was first
performed to obtain a large field of view (∼9 × 9 mm2 on the
retina), resulting in an OCT fundus image that was used to illus-
trate the scanning locations for the UHS-OMAG experiments.
To obtain the OCT fundus image, 512 A-lines were captured to
form one B-scan along the fast-scan direction and 512 B-frames
were captured along the slow-scan direction. The OCT signals
were then integrated along the depth direction to produce the
image contrast.9 Figure 2 gives such OCT fundus image.

To illustrate the efficiency of the high order phase compen-
sation method, experiments were performed to acquire two-
dimensional cross sectional images. In the experiments, 500
A-lines were captured within one B-scan to cover ∼4 mm in
the X-direction (i.e., fast scan). Then B-scans were repeatedly
acquired at the same location at the 400 Hz frame rate (the
scanning location was marked by the dashed line in Fig. 2).

To demonstrate the microvasculature imaging capability of
the UHS-OMAG system, we used two imaging protocols. The
first one was a mode that gives a large field of view. A 3D data
set was captured around the macular region. This experiment
utilized the low resolution probe in the sample arm to scan
∼4 × 3 mm2 around the fovea region (the location is marked by
the larger dashed square in Fig. 2).

To further increase the field of view of the UHS-OMAG
system, we scanned six different areas around the macular region
(indicated by the solid square in Fig. 2, the numbers represent
the scanning order). After imaging, we stitched those six images
in order to form a microvasculature imaging that represents an
area of ∼7 × 8 mm2 on the retina. The whole imaging process
for this experiment lasted ∼1 min, with a resting period of a
couple of seconds between adjacent scanning.

Though the above experiments could obtain abundant in-
formation about the microvasculature networks within human
retina in a large field of view, it is difficult to resolve very fine
microvessels, particularly the capillaries, because the spatial res-
olution was only ∼16 μm. The average diameter of capillaries

Fig. 2 FDOCT fundus image. Larger dashed square indicates the re-
gion where a typical UHS-OMAG 3D data was captured. Solid square
indicate the scanning positions for imaging a large field of view (the
number represents the scanning order); the region marked with small
dashed square corresponds to the imaging location for high resolution
imaging protocol; the dashed line marks the position of a typical B-scan
cross section image.

is between 6 and 8 μm, thus in order to resolve the capillar-
ies, the spatial resolution of the system must be increased. To
meet this requirement, we applied the second imaging protocol,
i.e., a high resolution imaging mode. In this mode, the spatial
resolution was ∼5 μm. Because of the decreased imaging spot
size on the retina, the imaging area was also reduced to ∼1.5
× 1.2 mm2 (indicated by the small dashed square in Fig. 2).

5 Results
5.1 Effect of the Proposed Phase-Compensation

Method
Figure 3 illustrates typical cross-sectional imaging results ob-
tained by the current UHS-OMAG system, captured from a lo-
cation marked by the green line in Fig. 2. Figure 3(a) is the cross
sectional structure image of the selected location, from which
three layers (GCL, IPL, and OPL) at different depth positions
can be clearly identified. Applying the UHS-OMAG algorithm
along the slow axis, the optical signals backscattered from mov-
ing blood cells within microblood vessels buried within the
tissue bed can be isolated.

Figure 3(b) is the phase difference map between successive
B-frames of the same location after applying the traditional
Doppler OCT. The phase value was calculated from the pixels
whose intensity was ∼15 dB higher than the noise floor. As
we can see, due to the tissue movements, the phase difference
values vary slowly from –π to π along the fast scan direction.
The direct application of the UHS-OMAG algorithm leads to
unresolvable flow image, presented in Fig. 3(c), from which al-
most none of the blood flow vessels are distinguishable from
the background tissue image. Traditionally, this problem was
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Fig. 3 UHS-OMAG cross-sectional images of the retina around the
macular region. (a) Typical cross-sectional structure image, from which
three layers (GCL, IPL, and OPL) can be clearly identified. (b) Phase
difference map between adjacent B-scans (N = 0). (c) UHS-OMAG
flow image without phase compensation (N = 0). (d) Phase difference
map after one time phase compensation (N = 1). (e) UHS-OMAG flow
image after one time phase compensation (N = 1). (f) Phase difference
map after high order phase compensation (N = 4). (g) UHS-OMAG
flow image after high order phase compensation (N = 4). The color bar
of the phase difference map is from −π to π .

solved through compensating the phase values resulting from the
bulk tissue motion before applying the UHS-OMAG algorithm.
Figure 3(d) is the phase difference map after compensating the
bulk motion value. Compared to Fig. 3(b), Fig. 3(d) demon-
strates much lower phase values due to the tissue motion, indicat-
ing that a substantial amount of tissue movements has been com-
pensated during this process. After applying the UHS-OMAG
algorithm on the compensated interferograms, the imaging con-
trast due to the blood flow was improved, as shown in Fig. 3(e).
Several blood vessels buried within the retinal tissue bed began
to show up, e.g., those pointed by the solid arrows. However for
this case, because the tissue movement at some locations was
faster than that is resolvable by the Doppler OCT method, the
traditional phase-compensation method failed in a number of
areas in the image, e.g., those pointed by the black arrows in
Fig. 3(d). This is caused by the residual tissue motion that was
not compensated by the algorithm, leading to notable motion
artifacts in UHS-OMAG flow image [pointed by the white ar-
rows in Fig. 3(e)] that in turn reduces the flow image contrast.
These unresolvable phase values could be further compensated
through the high order phase compensation method as described
in Sec. 3. Figure 3(f) depicts the phase difference map after ap-
plying four times the phase compensation method. We can see
that almost all the bulk tissue motions, including the phases due
to the unresolvable movements demonstrated in Fig. 3(d), were
successfully compensated. After applying the UHS-OMAG al-
gorithm at this stage, the flow image contrast was significantly
improved, as shown in Fig. 3(g). Compared to the noncom-
pensated flow image [Fig 3(c)] and the flow image using the
traditional phase-compensation method [Fig. 3(e)], the blood
flow image resulting from the high order phase compensation
approach [Fig. 3(g)] reveals much clearer microblood vessels

Fig. 4 UHS-OMAG reveals detailed retinal microvasculature network
around macular region. (a), (b), and (c) present the blood vessel net-
works located at the GCL, IPL, and OPL layers, respectively. (d) False-
color depth-encoded blood vessel images by integrating (a), (b), and
(c) into one image. The red, green, and blue colors correspond to the
vessels within the GCL, IP, and OPL layers, respectively.

[e.g., those pointed by the arrows in Fig. 2(g)], almost free of
the bulk tissue motion artifacts, indicating that the proposed
high order phase compensation algorithm is efficient in signifi-
cantly improving the UHS-OMAG flow image quality when the
involuntary movement is inevitable.

However, the image quality improvement using the current
motion compensation algorithm is not without price. Repeat-
edly applying the traditional phase-compensation method on
the OCT interferograms requires the increased computational
power, which can be a drawback for practical in vivo imag-
ing applications. Please note that this increase of computational
power does not affect the imaging time for UHS-OMAG to
capture the 3D dataset, which should be decoupled from the
considerations when imaging the patients.

5.2 Depth Localized Microvasculature Perfusion
Maps Within Retina

Figure 4 presents the typical vasculature networks segmented
from different depth layers within the human retina around
the macular region. They were reconstructed from the UHS-
OMAG interferogram data captured using the low-resolution
imaging probe at the location marked by the yellow square in
Fig. 2. The image size is ∼4 × 3 mm2 (X × Y), which con-
sisted of 500 pixels in the X direction and 250 pixels in the Y
direction. Figures 4(a)–4(c) are the microvasculature networks
located at GCL, IPL, and OPL, respectively. These three mi-
crovasculature maps demonstrate different vasculature patterns.
The large vessels mainly located within the superficial layer [as
shown in Fig. 4(a)], and were interconnected through capillary
plexus. The weak appearances of the large vessels (artifacts) in
Fig. 4(b) are caused by the tailing effect of the light scattering
below them (see, for example, a large vessel in the left side in
Fig. 3, pointed by the red arrow). The reason for this tailing arti-
fact may be complicated. Briefly, there are two possible causes:
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Fig. 5 Fluorescence angiography ocular vasculature map of the
healthy volunteer. The blue square indicates the location of retina blood
perfusion map obtained by UHS-OMAG system.

1. the multiple scattering of the light within the large blood vessel
makes the detected light to have a longer optical path length than
it should be. 2. The light backscattered from the positions below
the large blood vessel experiences the Doppler effect when it
passes through the vessel where the moving blood cells exist.
Because the Doppler effect is memorized by the detected light,
the UHS-OMAG system sees it as if they were the blood flow
signals from beneath the large blood vessel. The exact cause of

the tailing artifact deserves a systematic investigation, which is
beyond the scope of the current study.

Except those large blood vessels, Fig. 4(b) shows much
denser and complicated capillary network than that in Fig. 4(a).
Compared to Figs. 4(a) and 4(b), Fig. 4(c) demonstrates rela-
tively sparse and more simple capillary networks. Even a single
capillary (e.g., the vessel pointed by the red arrow) could be
traced. By combining the vessel networks within these three
layers, Fig. 4(d) shows a false color depth-encoded projection
view of the microvasculature map within the retina around the
macular region. The red, green, and blue colors correspond to
the vessel networks located at the GCL, IPL, and OPL layers,
respectively. Figure 4 may be helpful in providing, with an in-
tuitive way, the relative locations of different vessel networks.
Other than the blood vessel network pattern, a region with no
vasculature is identified, which corresponds to the avascular
fovea zone, the enlargement of which is a good indicator of
diabetic retinopathy.33

5.3 Visualization of Retinal Microvasculature Within
a Large Field of View

In some clinical applications, the ability to visualize the retinal
microvasculature network within a large field of view is some-
times critical for an imaging system. Figure 5 is a fluorescence
angiography vasculature map captured from the same volun-
teer. This map could provide the overall information about the
status of the volunteer’s retinal microvasculature. For the cur-
rent UHS-OMAG system, the field of view of one 3D scan is
4 × 3 mm2 (X direction by Y direction), which is much smaller
compared to the region in Fig. 5. To obtain microvasculature
maps within a larger field of view comparable to the typical FA

Fig. 6 UHS-OMAG is capable of providing (a) retinal microvasculature maps within a large field of view, and (b) the corresponding color depth-
encoded retinal vasculature map (the red, green, and blue colors represent the GCL, IPL, and OPL, respectively).
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Fig. 7 High resolution UHS-OMAG retinal vasculature network im-
ages reveal clear details of the vessel interconnections, particularly
for the capillary blood vessels. (a), (b), and (c) present the blood ves-
sel networks located at the GCL, IPL, and OPL layers, respectively.
(d) False color depth-encoded blood vessel images by combining the
vessels presented in (a), (b), and (c). The red, green, and blue colors
correspond to GCL, IPL, and OPL, respectively.

image, we sequentially scanned six locations (corresponding to
the areas marked by the squares in Fig. 2). After post-data pro-
cessing and image stitching, a retinal vasculature map covering
a 7 × 8 mm2 area was created. The result is demonstrated in
Fig. 6. Figure 6(a) is the projection view of the retinal microvas-
culature network in such a large area (the corresponding location
of Fig. 6 is marked by the blue square in Fig. 5). Because these
two images, i.e., Figs. 5 and 6, were captured separately, there
is a mismatch area on the right side of Fig. 5. Compared to
the FA image, the UHS-OMAG reveals not only the big blood
vessels but also the abundant capillary blood vessels, which is
true for a highly energy-demanding tissue, like the retina. In
addition, another advantage of UHS-OMAG is that it can pro-
vide depth information of the microvasculature map, which FA
is not able to. Based on the depth resolved capability, the blood
vessels demonstrated in Fig. 6(a) are color-encoded according
to their depth locations. The result is shown in Fig. 6(b). The
red, green, and blue colors stand for the GCL, the IPL, and OPL,
respectively.

5.4 High Resolution Retinal Microvasculature
Images

Due to a relatively lower lateral resolution (∼16 μm), Fig. 6
is difficult to reveal the detailed morphological information of
the smallest capillaries (between 6 and 8 μm in diameter). To
overcome this limitation, we used a higher lateral resolution
optical imaging probe in the sample arm to achieve 5 μm lat-
eral resolution for the system. Following the scanning proto-
col described in Sec. 4 (500 lines in the X-direction covering
1.5 mm; 250 B-frame positions in the Y-direction covering
1.2 mm; 400 frame/s frame rate), a high resolution image of
the retinal microvasculature was captured. The corresponding

location was marked by the red square in Fig. 2 and also in
Fig. 6(a). The results are demonstrated in Fig. 7, where the
images clearly speak for themselves. Figures 7(a)–7(c) are
the retinal microvasculature networks extracted from the 3D
UHS-OMAG flow data set, which represent the vessel net-
works located at the GCL, IPL, and OPL layers, respectively.
Figure 7(d) is the combination of the three layers, with ves-
sels at different layers encoded with different colors (red, green,
and blue for GC, IPL, and OPL, respectively). Compared to
Figs. 5–7 reveals much clearer morphological information of
retinal vasculature networks in different layers. However, the
imaging area is smaller than Figs. 5 and 6. In real diagnostic
applications on patients, the combination of the high resolution
image and the wide field of view image would be very useful.
The wide field of view image may be used to find the region of
interest where the abnormal blood vessels are located, and the
high resolution image can then be used to provide the detailed
status of the abnormal blood vessels.

6 Conclusion
We have demonstrated the capability of the new generation
UHS-OMAG imaging system to achieve depth-resolved two-
dimensional projection views of retinal microvasculature net-
works. Compared to prior OMAG work, we have made two im-
portant improvements to enhance the performance of the current
system. The first is that a high speed line scan CMOS camera
was employed in the system, providing a 240 kHz A-line scan
rate. This camera has enabled us to acquire more A-lines within
one B-scan frame at a high frame rate (400 Hz), making it possi-
ble to image a larger area on the human retina. The second is that
a high order phase compensation algorithm was proposed and
implemented to markedly improve the tolerability of the imag-
ing system to the inevitable human eye and head movements
during the in vivo imaging. With the current UHS-OMAG sys-
tem, we proposed two different imaging protocols to achieve
visualization of human retinal microvasculature networks with
targeted goals. The first used a low resolution optical imaging
probe in the sample arm to achieve a 4 × 3 mm2 scanning area on
the human retina. Through combining six scans at the different
locations, we have shown that the UHS-OMAG system is capa-
ble of visualizing the microvasculature networks within a large
field of view (7 × 8 mm2), comparable to that of the clinical FA
imaging modality. The second used a high resolution (∼5 μm)
optical imaging probe in the sample arm for visualization, with
a remarkable fidelity, of the detailed microretinal blood vessels
in a relatively small area (1.5 × 1.2 mm2). We expect that by
combining these two imaging protocols, a useful imaging strat-
egy may be formed in the clinical utility of the UHS-OMAG
technique, because the former may be used to obtain the overall
status of the global retinal microvasculature while the latter can
be used to obtain the detailed microvasculature information. The
promising imaging results delivered by the UHS-OMAG system
demonstrate great potential in the diagnosis of vasculature re-
lated eye diseases, such as diabetic retinopathy and AMD.
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