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Abstract. Optical aberrations significantly affect the resolution and signal-to-noise ratio of deep tissue micros-
copy. As multiphoton microscopy is applied deeper into tissue, the loss of resolution and signal due to propa-
gation of light in a medium with heterogeneous refractive index becomes more serious. Efforts in imaging
through the intact skull of mice cannot typically reach past the bone marrow (∼150 μm of depth) and have limited
resolution and penetration depth. Mechanical bone thinning or optical ablation of bone enables deeper imaging,
but these methods are highly invasive and may impact tissue biology. Adaptive optics is a promising noninvasive
alternative for restoring optical resolution. We characterize the aberrations present in bone using second-
harmonic generation imaging of collagen. We simulate light propagation through highly scattering bone and
evaluate the effect of aberrations on the point spread function. We then calculate the wavefront and expand
it in Zernike orthogonal polynomials to determine the strength of different optical aberrations. We further compare
the corrected wavefront and the residual wavefront error, and suggest a correction element with high number of
elements or multiconjugate wavefront correction for this highly scattering environment. © The Authors. Published by SPIE
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1 Introduction
Many important biological processes take place inside the cra-
nial bone marrow or just beyond the cranial bone in the brain.
Multiphoton excitation microscopy has the potential to acquire
deep tissue optical sectioned images with minimal damage in
highly scattering media at depths greater than 150 μm.1–6

This potential has led to widespread use in the bone biology
and neuroscience fields. Two-photon microscopy commonly
exploits light with longer wavelengths in optimal windows
for in vivo tissue imaging (near-IR and IR) with reduced
Rayleigh scattering and absorbance to penetrate deeper inside
biological tissue; but nonhomogeneous wave propagation
through highly scattering turbid media, such as bone, dramati-
cally reduces image resolution even at moderate depths of
∼100 μm. In bone, layers of varying refractive index and irregu-
larities in the shape of the matrix produce scattering and
refractive optical aberrations that induce phase deviations in
the wavefront, which distort the point spread function (PSF)
from a diffraction limited imaging system.7 A distorted optical
wavefront causes the PSF size to increase and its maximum
intensity to drop from the ideal, thereby reducing the precision
and fidelity of the image.

Several techniques have been proposed to correct such dis-
tortions. Optical clearing increases the refractive index homo-
geneity of the aqueous media and has been effective for imaging
collagen8 or more recently for a range of tissues using protocols,
such as CLARITY.9 However, these techniques are only appli-
cable to ex vivo experiments. For in vivo experiments, ablation

and thinning of bone improve imaging quality in cranial bone or
into the brain10–13 but induces a biological response to associated
tissue damage. An attractive approach to increase imaging res-
olution in deep tissue for both in vivo and ex vivo imaging with-
out tissue damage is the use of adaptive optics (AO) techniques
for microscopy.

AO compensates for tissue-induced distortions using correc-
tion element(s) in combination with either a wavefront sensor
or image-based sensorless wavefront estimation methods.
Wavefront sensor approaches include Shack–Hartmann wave-
front sensors with autofluorescent or near-IR guide stars,14,15

coherence gated wavefront sensing,16 and image-based methods
that use information from acquired images to estimate the wave-
front distortions.17–21 Wavefront sensorless approaches usually
estimate an initial error and through an iterative scheme
converge to an optimized solution based on metrics, such as total
fluorescence intensity for confocal and two-photon micros-
copy.22–24 In other microscopy modalities, metrics such as maxi-
mum intensity of the image (or a part of the image),25 the low-
frequency spatial content of the image, the image sharpness,26–28

and the Fourier metric29 have been used. To generate a corrected
wavefront in all cases, a compensating optical element or ele-
ments are required; most commonly deformable mirrors (DM)
are used. The correction attainable by a single DM depends on
its pitch, number and stroke of actuators, and surface form (seg-
mented or continuous facesheet). This functional characteristic
of DMs makes them act as high-pass filters that primarily correct
lower order aberrations. For correction of spatially confined
high-order aberrations in biological tissues like bone, other
technologies such as spatial light modulators (SLMs) or digital
micromirror devices (DMDs)30–32 could potentially assist.
They often contain hundreds or thousands of segments, but
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may have other limitations in response time or correction
magnitude.

The most common method for correcting image aberrations
for scanning microscopy modalities is by evaluating and com-
pensating for tissue aberrations in multiple spots across the field
of view. However, functional limitations tend to reduce the
field of view to keep the acquisition and correction speeds
reasonable.33,34 Recently, use of nonlinear guide stars with
Shack–Hartmann measurements of wavefront aberrations aver-
aged over a larger area has significantly expanded the corrected
lateral field of view to several tens of microns.15,35 This prag-
matic approach yields an accurate measurement of low-order
tissue aberrations that has proven useful to extend imaging deep
into biological samples, such as the brain.15 High-order aberra-
tions and scattering that are prevalent in bone change with each
focal point, so averaging aberrations from a larger area would
limit correction. Therefore, in an alternative wavefront sensor-
less approach, the adaptive correction element is conjugated to
the turbid layer instead of the focus, which improved imaging
through bone for a cell-sized field of view.34 To design an AO
approach that can effectively correct both low- and high-order
aberrations for a larger biologically relevant field of view, it is
necessary to characterize the aberrations present in bone, as well
as to estimate what portion of those aberrations can be corrected
with given deformable element characteristics.

Therefore, in this paper, we investigate the optical aberra-
tions caused by mouse cranial bone. We characterize the
bone with experimental data acquired using second-harmonic
generation (SHG) imaging in collagen. We simulate the wave
propagation in the sample and calculate the amount of wavefront
error that can be corrected using a typical commercially
available DM, and the residual wavefront error that remains.
We further calculate the number of segments a potential second
correcting element would require to remove the residual
error. Previously, wavefront error measurements have been
made in thin biological samples using transmission light
microscopy.36,37 Theoretical38 models of wavefront errors in bio-
logical tissue have also been developed. Propagation of electro-
magnetics wave in biological tissues and cells can be simulated
using methods, such as finite-difference time-domain model-
ing,39 Monte Carlo simulations,40 which model radiation trans-
fer, or analytical models.41 Our work uses a combination of SHG
measurements and an analytical approach to model propagation
of light through thick sections of highly scattering and randomly
structured sections of bone. This fast modeling approach can
provide initial information on present optical aberrations for
an AO two-photon imaging system, either in open-loop configu-
ration or closed loop. We also calculate the statistics of the
different Zernike modes across a large field of view. This work
shows that AO correction with a high number of correcting
segments could significantly improve resolution when imaging
through intact mouse skull.

2 Methods

2.1 Theoretical Approach

SHG occurs in noncentrosymmetric crystals, due to redistribu-
tion of energy confined in a molecule by a high-energy excita-
tory laser pulse. This causes symmetric generation of dipole
moments, and therefore a noncentrosymmetric polarization
signal is produced in one direction. Collagen in bone has
a crystalline triple-helix structure that can act as a harmonics

generator, and hence frequency up-convertor of light.42 The
polarization vector can be described in terms of the electric
dipole expansion42–45

EQ-TARGET;temp:intralink-;e001;326;719P ¼ χð2ÞE2; (1)

where P is the polarization, E is the electric field, and χð2Þ is
the second-order nonlinear susceptibility. The intensity of the
generated second-harmonic signal I2ω is proportional to the
susceptibility, illumination intensity Iω, pulse duration τp, and
time between pulses τl in the form

EQ-TARGET;temp:intralink-;e002;326;634I2ω ∝ ðχð2ÞIωÞ2
τl
τp

: (2)

The aforementioned equation shows that the SHG signal is the
instantaneous response to the laser pulse energy regulated by the
second-order susceptibility. We can find a ratio of the refractive
index and χð2Þ, by looking into the molecular structure of the
material under study. The value of the second-order susceptibil-
ity can be written in terms of the molecular density ρm and
hyperpolarizability β43

EQ-TARGET;temp:intralink-;e003;326;515χð2Þ ¼ ρmhβi: (3)

The brackets indicate an orientation average. We also have the
following ratio between relative permittivity εr and the molecu-
lar characteristics of the material

EQ-TARGET;temp:intralink-;e004;326;450ðεr − 1Þε0 ¼ ρmhβiε0: (4)

By combining Eqs. (2)–(4) and the relation n ¼ ffiffiffiffi
εr

p
, we can

express a relation for the refractive index in terms of the SHG
signal and laser input energy in the form

EQ-TARGET;temp:intralink-;e005;326;390n ∝

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ

ffiffiffiffiffiffiffi
I2ω

p

Iω
ffiffiffiffiffiffiffiffiffiffiffi
τl∕τp

p
s

: (5)

We introduce a new parameter k1 ¼ 1∕ðIω
ffiffiffiffiffiffiffiffiffiffiffi
τl∕τp

p Þ, and
since k1

ffiffiffiffiffiffiffi
I2ω

p
is a small number, we can use the first-order

Taylor expansion

EQ-TARGET;temp:intralink-;e006;326;305n ∝ 1þ k1
2

ffiffiffiffiffiffiffi
I2ω

p
: (6)

Now to account for the proportionality, we substitute an
experimentally determined constant for k1∕2. We use the back-
ground intensity Ib (5% of maximum intensity Imax) as a thresh-
old between the SHG signal from the bone and the surrounding
medium. The intensities above the threshold are scaled within a
range starting from the lower limit of the bone refractive indices
nmin and up to nmax—which corresponds to Imax—and for lower
intensities, we assign the refractive index of the immersion
medium nb

EQ-TARGET;temp:intralink-;e007;326;165n ¼
�
k2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2ω − Ib

p þ nmin I > Ib
nb otherwise

: (7)

Since the intensity of the illumination light is affected by
absorption and scattering, we normalize the collected signal
intensity for the depth using Beer’s law46

EQ-TARGET;temp:intralink-;e008;326;87IωðzÞ ¼ I0 expð−2zμeffÞ; (8)
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where z is the depth, μeff ¼ μa þ μs þ μo, and subscripts a, s, and
o represent absorption, scattering, and other coefficients, respec-
tively. Factor 2 in the equation accounts for the light propagation
forward and backward. Equation (8) is incorporated in the param-
eter k calculation, such that k2ðzÞ ¼ expð2zμeffÞk2ð0Þ We use an
experimentally determined value of 0.023 μm−1 for μeff, which is
within the range found in the literature.47,48 We acquired three-
dimensional (3-D) images of bone using in vivo SHG imaging
in the cranial bone from a 3-week-old male wild-type mouse.
Each Z slice was produced by averaging 15 frames to increase
signal-to-noise ratio. Each SHG image consists of 256 ×
256 pixels across a 320 μm × 320 μm field of view. To account
for anisotropy of the SHG signal due to fiber orientation in the
bone, we acquired stacks of images with transverse polarizations
of the input laser ranging from 0 deg to 180 deg at intervals of
15 deg. We used the dataset with the highest average intensity as
the input for our simulations. The scaled dataset is shown in
Figs. 1(a)–1(c); the average thickness of the sample is 80 μm.
A range of indices of refraction from 1.528 to 1.604 with an aver-
age of 1.564 was used for the mouse cranial bone,49 and a refrac-
tive index of 1.33 was used for the nb of the immersion medium.

2.2 Optical Setup

Our two-photon microscope is a home-built setup based on our
previous efforts10 and an open-source design.50 A 1550-nm,

370-femtosecond pulsed fiber laser (Calmar Cazadero) with
repetition rate of 10 MHz was used. The beam was frequency
doubled with an SHG crystal (Newlight Photonics) to produce a
775-nm beam for two-photon excitation of the sample. Power
was modulated using a Pockels cell (Conoptics) and scanned
over the sample by a resonant-galvanometer (fast and slow
axes) scanner (Sutter Instruments MDR-R). A 60× Olympus
(LUMFLN60×) water immersion objective with NA of 1.1
was used for imaging. Z-scanning was performed using an
X-Y-Z stage from the Sutter Instruments (MPC-200). Emitted
SHG signal from the sample was collected using a 390∕18-nm
filter (Semrock). Photon multiplier tubes from Hamamatsu
(H10770-40) were used for collection of the signal, and
their signal was amplified with a transimpedance amplifier
(Edmund Optics 59-178). National instruments data acquisitions
cards and field programmable gate array module were used for
control and synchronization of the system and digitizing of the
amplified SHG signal. The MATLAB®-based open-source soft-
ware, Scanimage,51 was employed to control the microscope.
More information on the optical setup can be found in Ref. 52.

2.3 Light Propagation Modeling

The projected wavefront Ψi was calculated by tracing the accu-
mulation of phase along the propagation path of a ray from point
p1 on the originating plane to p2 on an intermediate plane before
the objective lens in the form

EQ-TARGET;temp:intralink-;e009;326;458Ψið~ρÞ ¼ exp

�
−j

2π

λ

Z
p2

p1

nð~rÞdl
�
; (9)

where n is the refractive index of a point on vector r. For this
simulation, we used 775 nm for the propagated light, as it was
the excitation wavelength used to acquire the original stack.
Figures 1(b) and 1(c) show 3-D views of the refractive index-
mapped sample. The cone of projection and points on the
image plane used for acquiring the projections are shown in
Figs. 1(d) and 1(e).

2.4 Extraction of Zernike Mode Coefficients and
Root-Mean-Square Error

We use Eq. (10) to decompose the calculated wavefront into
the Zernike modes

EQ-TARGET;temp:intralink-;e010;326;273ci ¼
1

π

Z
1

0

Z
2π

0

Ψiðρ; θÞZiðρ; θÞρdθ dρ; (10)

where Z is the Zernike mode53 of order i and ci is the coefficient
of mode Zi. Equation (10) yields a complete Zernike coefficient
set that could be applied to a DM for correction. We take modes
5 to 37 (using Noll’s ordering of the Zernike modes, up to order
4) into consideration because these modes can be corrected by a
DM, such as the Mirao 52e, the Alpao DM69, or the Boston
Micromachines multi-DM. To find the corrected wavefront
shape, we do a summation such that constructed phase equals

EQ-TARGET;temp:intralink-;e011;326;142Ψcðρ; θÞ ¼ exp

�
−j

2π

λ

X
i

ciZiðρ; θÞ
�
: (11)

The root-mean-square (RMS) wavefront error that is cor-
rected by the Zernike modes 5 to 37 (piston, tip, and tilt are
not included) is calculated by σ ¼ ½Pic

2
i �1∕2.

Fig. 1 A slice of the refractive-index-mapped dataset of bone struc-
ture used for the simulations is shown in (a). 3-D views of the dataset
from bottom and top are shown in (b) and (c). The projection volume
inside the original SHG dataset is shown in (d) and (e) as the red
cone. The cone is exaggerated to better show the projection path.
Projections of equally spaced (l ¼ 106 μm) points (blue dots) from
the bottom plane in (e) through the red cone are used for simulation.
Scale bar in (a) is 50 μm.
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3 Simulations

3.1 Wavefront Correction Function Calculated by
Zernike Polynomials

We used the scaled-to-refractive-index SHG Z-stack from
mouse cranial bone to calculate the wavefront from a grid of 3 ×
3 equally spaced (l ¼ 106 μm) positions in the bottom plane
[Fig. 1(e)]. 51,471 rays on a circle with radius of 128 pixels
in Cartesian coordinates were calculated for each projection,
yielding a pupil projection that matched the NA-defined cone
angle [Figs. 1(d) and 1(e)]. When the phase of the pupil projec-
tions was analyzed, pupils out of the center showed tip and tilt
predominately due to the angle of off-axis points and curvature
of the sample (Fig. 2). We eliminated the tip/tilt due to the off-
axis angle, and the projected wavefront in Fig. 2 includes only
tip/tilt due to the natural curvature of the skull. We then used
these experimental phase values to extract the Zernike coeffi-
cients and reconstruct the phase of Zernike functions for
each pupil (Fig. 3). The RMS wavefront error values (σ)
[Figs. 3(a)–3(i)] indicate that the bone produces substantial
low-order aberrations generated from modes 5 to 37. Therefore,
it is likely that low-order aberration correction would improve
image quality. However, the difference between the Zernike
modeled phase (Fig. 3) and the experimentally measured phase
(Fig. 2) suggests that remaining high spatial frequency distor-
tions are important contributors to total image degradation.

We used these constructed pupils to calculate estimated PSFs
in the tissue (Fig. 4). As expected from the calculated wavefront
errors, the PSF size is between 1.5 and 10 μm, which is far from
the diffraction limit (∼500 nm in our case).

To examine which Zernike modes contributed to the
observed PSF degradation, we plotted the coefficients for
modes 5 to 37 for each spot in the 3 × 3 grid (Fig. 5). These
values show strong aberrations especially in the lower modes
including astigmatism, coma, trefoil, and spherical, which are

Fig. 2 Phase of projected pupils Ψi from a 3 × 3 grid uniformly distrib-
uted on the bottom plane of the SHG Z -stack in a mouse cranial bone
shown in Fig. 1. (a)–(i) correspond to the originating points shown as
blue dots in Fig. 1(e). The measured pupils exclude the tip/tilt due to
the positions of the originating points with regard to the pupil. Values
of RMS wavefront error (σ) are in radians.

Fig. 3 (a)–(i) Phase of reconstructed wavefronts, generated from the
Zernike modes 5 to 37 extracted from projected pupils shown in
Figs. 2(a)–2(i), respectively. Color bar values are in radians. RMS
wavefront error σ of each projection is indicated, respectively.

Fig. 4 (a)–(i) Normalized PSF calculated from the corresponding
wavefronts in Figs. 3(a)–3(i), respectively. Scale bars are 5 μm.

Journal of Biomedical Optics 036012-4 March 2017 • Vol. 22(3)

Tehrani, Kner, and Mortensen: Characterization of wavefront errors. . .



due to the general shape of the sample. Interestingly, the mag-
nitude of the analyzed modes seems to vary at each point,
suggesting differences in bone architecture between each of
the analyzed points.

3.2 Residual Wavefront Error

The calculated pupils and PSFs in the previous sections were all
generated from Zernike modes 5 to 37. This essentially results in
high-pass filtering of distortions and leaves residual wavefront
error that would result in a reduced Strehl ratio for a wavefront
corrected system. We calculated the residual wavefront error
between the experimental and Zernike modeled pupils such
that Ψe ¼ Ψi∕Ψc, which is equivalent to subtracting the
phase of the two pupils. We included all of the first 37
Zernike modes (including tip, tilt, and defocus) in our low-
order Zernike polynomial aberration pupil modeling, which
yielded an understanding of the high-order aberrations that
remained in each pupil (Fig. 6). To quantify this residual

error, we calculated the root-mean-square error (RMSE) as
described by Guo and Wang54

EQ-TARGET;temp:intralink-;e012;326;247σres¼
�RR

A ½φiðμ; νÞ − φcðμ; νÞ�2dμ dνRR
A dμ dν

�1
2

; (12)

where φ is the phase of pupil ψ , and μ and ν are the coordinates
of the pupil plane. RMSE (σres) was calculated for each residual
pupil projection in the 3 × 3matrix [Figs. 6(a)–6(i)]. Although a
significant amount of aberration was due to low-order Zernike
polynomial aberration modeling, additional high-order aberra-
tions remained. This indicates that typical DMs will be unable
to correct higher order aberrations important in the bone. Our
calculations show that an RMSE of 1.25 radians remains,
which indicates that a typical DM is likely to only improve
the Strehl ratio to about 20%. This large residual error suggests
that wavefront correction solely based on a DMwith a low num-
ber of actuators for imaging inside or through bone will not fully

Fig. 5 Zernike modes 5 to 37 corresponding to wavefront shown in Figs. 3(a)–3(i) and PSFs shown in
Figs. 4(a)–4(i).
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restore the resolution. The residual error appears to have numer-
ous small high-order aberrations, and therefore either a single
corrector with a large number of elements or a second corrector
conjugated to a DM with several thousands of segments is
required. The values of the RMS errors for all of the pupils

are tabulated in Table 1. We also calculated the PSF of the
residual errors. Figures 7(a) and 7(b) show a PSF generated from
Fig. 6(e), laterally and axially. We fitted a Gaussian curve to the
central cross section and found an FWHM of 1.73 μm after
removal of low-order aberrations [Fig. 7(c)].

To find the number of segments required for effective correc-
tion of the residual wavefront error, we calculate its correlation
length, to find the smallest aberrated distance, from which we
can calculate the number of segments. We first calculate the
autocorrelation of the residual wavefront error for each pupil
with itself, normalized by the residual RMSE55

EQ-TARGET;temp:intralink-;e013;326;340γðΔμ;ΔνÞ ¼
RR

A φeðμ; νÞφeðμ − Δμ; ν − ΔνÞdΔμ dΔν
σ2res

:

(13)

Using the calculated autocorrelation, we can then find the
correlation length Δl using

EQ-TARGET;temp:intralink-;e014;326;260Δl ¼
hRR

A jγðΔμ;ΔνÞj2dΔμ dΔν
i
1∕2

RR
A dΔμ dΔν

: (14)

With this calculation, we find a minimum Δl ¼ 1.66Δμ for
the center pupil, corresponding to a correction element with
23,727 segments on a circular pupil for full correction of the
residual error.

3.3 Statistical Analysis of Zernike Modes Across
the Field of View

Our analysis of the Zernike modes over a 3 × 3 matrix of points
106 μm apart (Fig. 5) revealed substantial changes between the
mode coefficients in neighboring spots, which suggests that
aberrating features in the bone changed at a length scale shorter
than the modeled points’ spacing. To evaluate these changes in

Fig. 6 Residual wavefront error of the pupils shown in Figs. 2(a)–2(i)
that are corrected by the pupils shown in Fig. 3(a)–3(i), respectively.
Values of σres are in radians.

Table 1 RMS error values of the original, calculated, and residual
pupils are calculated. Strehl ratios corresponding to residual wave-
front errors are shown.

Experimental
pupil RMSE

Calculated
pupil RMSE

Residual
RMSE

Strehl
ratio (%) (with
residual error)

Z 1 to
37

Z 5 to
37

U-L (a) 5.44 5.26 2.77 1.32 17.51

U-C (b) 6.70 6.40 2.62 1.92 2.51

U-R (c) 7.01 6.87 1.72 1.25 20.96

M-L (d) 3.78 3.02 2.71 2.07 1.38

M-C (e) 6.35 5.29 3.31 3.11 0.01

M-R (f) 7.61 7.41 2.05 1.64 6.79

D-L (g) 7.31 7.10 2.75 1.62 7.25

D-C (h) 8.04 7.87 1.80 1.53 9.62

D-R (i) 8.99 8.89 1.54 1.25 20.96

Note: U, M, and D represent up, middle, and down rows, respectively,
and L, C, and R represent left, center, and right columns, respectively.
Except Strehl ratios, all other values are in radians.

Fig. 7 PSF after low-order correction. (a) Shows a PSF generated
from Fig. 6(e). An axial cross section is shown in (b). Plot of the central
cross section of (a) is shown in (c). Scale bars are 5 μm.
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the aberrations across the field of view, we therefore repeated the
simulation on a grid of 20 × 20 points spaced 16 μm apart for
Zernike mode orders 5 to 37 (Fig. 8). This analysis qualitatively
indicates a gradual transition of modes across the field of view.

We then analyzed the Zernike mode information acquired
across the whole field of view to evaluate the standard deviation
and average of each mode’s coefficients [Fig. 9(a)]. Although
the lower order modes were widely variable (high standard
deviation), the high-order modes exhibited less variability
(lower standard deviation). Analysis of the Zernike modes of
stacks acquired in two additional mice suggests consistent
trends in aberrations across cranial bone in individual mice
of varied age [Figs. 9(b) and 9(c)] with one 9-week-old, and
one 13-week-old.

To practically maximize correction of the Zernike modes
across the field of view in a scanning system, it is necessary
for a deformable element to rapidly respond to the changing tis-
sue aberrations. We therefore use the transition rate of the modes
to estimate the additional residual wavefront error that occurs
due to a lag in the frequencies of the correction element (such
as a DM) behind the fast axis scanner and the gradient of
Zernike modes in the sample. To assess the refresh rate of a
desirable correction element, we calculate the gradient of modes
in horizontal direction (the direction of the fast axis scan). We
perform a 9-point first-order numerical derivative

EQ-TARGET;temp:intralink-;e015;63;121∇φi ¼ ½Zi� ⊗
h

1
280

;− 4
105

; 1
5
;− 4

5
; 0; 4

5
;− 1

5
; 4
105

;− 1
280

i
2 h

;

(15)

where h is the distance between two points on the image plane
and brackets indicate the Zernike mode i value across the hori-
zontal axis in matrix form. Now, we can write an equation to
estimate the wavefront error caused by stepping or pixelation
of correction due to having less frequency of correction than
signal collection, in the form

EQ-TARGET;temp:intralink-;e016;326;330σs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i

�
h∇φiiaN

fs
fc

�
2

s
; (16)

where a is the pixel size, N is the number of pixels horizontally,
fs is the scanning frequency, fc is the frequency of the correc-
tion element, and the brackets indicate an average over the field
of view. Where there is a significant difference between the
frequencies of scanning and correction, the discrepancy between
the sample aberrations modeled by Zernike modes 5 to 37 and
the corrective elements on the scanner lead to an increase in the
wavefront error. This error results in only a portion of the best-
case theoretical correction (i.e., σres ¼ 1.25, Strehl ratio ¼
20%) being achieved. When quantified by σs as a function of
correction frequency at a fixed laser scan rate [Fig. 10(a)],
the additional absolute error approaches zero. Using the σs
values, we calculate the Strehl percentage56 using Sscan ¼
expð−σ2s Þ, assuming an 8-kHz resonant scanner and a 256
pixel width of the field of view [Fig. 10(a)], where 100% is
full correction of Zernike modes 5 to 37. Sscan therefore char-
acterizes the reduction in Strehl ratio expected with inadequate
scanning frequency.

Fig. 8 Presentation of Zernike modes using Noll’s ordering, across the field of view on a grid of 20 × 20
points.
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Having calculated the number of segments, it is important to
know how much the size of each segment affects the wavefront
correction. In other words, having larger elements would aver-
age wavefront errors over a larger region where a lot of variation
exists due to smaller features of the sample. We therefore calcu-
lated the wavefront error by convolving the residual wavefront
error with a uniformly distributed (and normalized—sum equals
1) kernel K that mimics the segment size

EQ-TARGET;temp:intralink-;e017;63;295σseg ¼
�RR

A ½φeðμ; νÞ − ðφeðμ; νÞ ⊗ KlÞ�2dμ dνRR
A dμ dν

�1
2

; (17)

where the subscript l denotes different segment size.
Figure 10(b) shows Strehl ratio versus the number of elements
in the DM.

4 Discussion
By characterizing the optical aberrations generated when per-
forming SHG imaging, we are able to evaluate the degree of
AO correction and to determine DMs, SLMs, or DMDs required
to attain near-diffraction-limited imaging deep in the cranial
bone. AO correction using these correction elements will
allow us to image fine structures in the bone marrow (e.g., sub-
cellular features, such as mitochondria) that would not be
resolvable using a lower NA, lower magnification objective
lens to reduce distortions;57 or by moving to longer wavelength
two-photon or three-photon excitation that requires an exotic
optical assembly and fluorophores.6 Our bone characterization
approach can also be used to directly estimate wavefront

aberrations and be applied to a correction algorithm; however,
it should be noted that the illumination wavelength used to esti-
mate aberrations should match the wavelength to be corrected.

We found that many low-order optical aberrations produced
by the bone marrow can be corrected with a DM. However, as
shown in Table 1, a minimum of a 1.25 radian RMS wavefront
error is anticipated to remain after correcting Zernike modes 5
to 37, which leads to a maximum possible Strehl ratio of
20%. Our results show that a microelectromechanical system
(MEMS) DM with stroke of 1.5 μm can be used to compensate
these errors, which can make a perfect match with the correction
function.58 Using a MEMS DM is especially helpful due to
their fast response time (<20 μs), with a moderate number of
elements (52 to 144).

One challenge here is to capture all the high-order aberra-
tions. Our optical setup takes advantage of an objective lens
with NA of 1.1, which produces a two-photon beam waist of
326 nm.59 Given the field of view, our resolution produces
enough sampling to capture many high-order aberrations. There
are expected to be scattering features smaller than our resolu-
tion, but our efforts provide a useful initial estimation, and
we approximately account for this scattering using Eq. (8).

To further improve the Strehl ratio and achieve near-diffrac-
tion-limited imaging in vivo, a method for correcting the residual
wavefront error is needed. Our estimates indicate that more than
23,000 segments are required to effectively correct for the
scattering aberrations and restore the PSF. An SLM with 512 ×
512 pixels can work in this situation. The increase in the inten-
sity of the focal spot over the average speckle intensity before
correction is proportional to the number of segments.30,60

Fig. 10 (a) Analysis of the absolute wavefront error σs caused by
inadequate corrective element frequency response with a fixed
8-KHz beam scan and the commensurate improvement of the Strehl
percentage (Sscan). These metrics indicate a faster corrective element
approaches full compensation of Zernike modes 5 to 37 at each point
in the raster scanned field of view. (b) Analysis of effectiveness of
residual wavefront error correction given the number of elements
on the correction device.

Fig. 9 Analysis of Zernike mode coefficients and correction over a
uniformly spaced 20 × 20 grid across the whole field of view, from
three different mice. The range and average of the coefficients of
each Zernike mode are shown for a (a) 3-week-old, (b) 9-week-old,
and (c) 13-week-old mouse. (a) is from the dataset shown in Fig. 8.
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Focusing through turbid media can be fairly slow because of
the SLM’s response time, the large number of segments to be
controlled, and convergence time of the algorithm used.32,60–64

The speed of wavefront shaping can be increased dramatically
by using a DMD instead of an SLM. By using a DMD, the depth
of phase modulation will be replaced by only on/off switching
depending on which rays contribute to the focus;30–32 how-
ever, DMDs are capable of much higher modulation speeds
of over 32 kHz (TI—DLP7000). DMDs can be used for wave-
front shaping by either using off-axis holograms65 or binary
modulation.30

Evaluation of the rate of transition of aberrations across the
field of view demonstrated that wavefront correction across a
320 μm × 320 μm field of view with a typical 8-kHz resonant
scanner at correction frequency of 50 kHz can achieve an
improvement up to 80% of the maximum Strehl ratio of a sys-
tem correcting for Zernike modes 5 to 37 (i.e., σres ¼ 1.25,
Strehl ratio ¼ 20%). This is due to the gradient of the calculated
tissue aberrations and lagging of the typically slower corrective
element behind the fast scan. Therefore, a balance between
acquisition speed and aberration correction should be sought
to balance the demands of video rate scanning, field of view
size, and the available speed of correction elements. Since
residual aberrations that are not captured by Zernike modes 5
to 37 play a significant role in reducing the overall Strehl
ratio, we suggest a combination of a DM and DMD to reduce
most of the aberrations. In a system with both correctors work-
ing at a 20-kHz refresh rate and a line scanning frequency of
4 kHz, AO corrected two-photon imaging at the speed of 15
frames per second on a 320 μm × 320 μm field of view or larger
would be within reach.

5 Conclusion
In conclusion, we calculated the wavefront phase deviations for
focusing beams into the highly scattering cranial bone of a
mouse, using a linear ray tracing method, and the refractive indi-
ces of the bone mapped from an image stack acquired using
SHG of collagen. In the current model, bone cavities are treated
as having a homogenous refractive index. By calculating the
projection of points across the field of view to the back pupil
plane, we calculated the projected wavefronts and extracted
Zernike polynomials from them. We used the Zernike modes
within the current limitations of typical DMs to produce a cor-
rection function. We found a minimum of 1.54 radians RMS
wavefront error produced in Zernike modes 5 to 37. We further
calculated the residual wavefront error, which showed a signifi-
cant remaining RMSE of 1.25 radians, corresponding to a
maximum of 20% Strehl ratio. Based on our calculation of
the correlation length of the wavefront RMS error, we suggest
that wavefront correction elements with a large number of seg-
ments (>23;000) with frequencies of the correction elements
and the resonant scanner in a proportion near unity must be
used to effectively compensate for distortions produced by a
highly scattering medium, such as bone, to restore a diffraction
limited imaging system.

We show that the optical aberration measurements that are
extracted from the SHG imaging of bone can be used as a priori
information in an open-loop AO system or as the initial state in a
closed-loop AO correction system to speed up the process. This
information can be very helpful especially for the binary correc-
tion to enhance the convergence of the algorithm. In future

work, we will extend our investigation to more fully characterize
multilayered biological environments.
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