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Abstract. Star tracker is an important instrument of measuring a spacecraft’s attitude; it measures a spacecraft’s
attitude by matching the stars captured by a camera and those stored in a star database, the directions of which
are known. Attitude accuracy of star tracker is mainly determined by star centroiding accuracy, which is guar-
anteed by complete star segmentation. Current algorithms of star segmentation cannot suppress different
interferences in star images and cannot segment stars completely because of these interferences. To solve
this problem, a new star target segmentation algorithm is proposed on the basis of mathematical morphology.
The proposed algorithm utilizes the margin structuring element to detect small targets and the opening operation
to suppress noises, and a modified top-hat transform is defined to extract stars. A combination of three different
structuring elements is utilized to define a new star segmentation algorithm, and the influence of three different
structural elements on the star segmentation results is analyzed. Experimental results show that the proposed
algorithm can suppress different interferences and segment stars completely, thus providing high star centroid-
ing accuracy. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0 Unported License. Distribution or reproduction of this
work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10.1117/1.0E.55.6.063101]
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1 Introduction

A spacecraft’s attitude plays an important role in celestial
navigation and attitude control. Star sensors are the most
widely used instrument in celestial navigation, which are
based on matching stars from an obtained star image to a
star catalog. A star sensor primarily includes three processes,
namely, star segmentation, star pattern recognition, and atti-
tude determination. As a critical and basic step in the design
of a star sensor, star segmentation influences the accuracy
and efficiency of the subsequent steps. A star image includes
stars and different interferences; these interferences include
single point noise, Gaussian noise, read noise, fixed pattern
noise, dark current shot noise, photon shot noise, and so on,
and varying illumination such as moonlight.'> Stars will not
be segmented accurately without removing the interference,
which affects attitude accuracy. Thus, interference suppres-
sion and accurate star segmentation are major issues in star
segmentation.>~

Traditional star segmentation is done by global
thresholding.®® Global thresholding, however, is appropriate
only for images with uniformly distributed intensity. Given
the uneven illumination in star images with the moon, the
histogram of these images is inseparable into distinct
partitions. It cannot remove interferences and thus cannot
extract stars accurately. Therefore, one global threshold is
impractical, and a set of local thresholds based on image
local characteristics is useful instead.

Mao proposed a local thresholding algorithm based on the
Niblack algorithm;>!* it can remove uneven illumination
interference, but the star segmentation is incomplete and can-
not guarantee centroiding accuracy. Arbabmir also proposed

*Address all correspondence to: Liu Lei, E-mail address: kobeliulei@126.com
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a local threshold method for star image processing that is
based on the Bernsen algorithm;!! it cannot suppress noises
effectively and cannot remove the interference completely.

A star is a type of small target in star images, and star
segmentation can be classified as small target detection.!>”!
Top-hat transform in mathematical morphology'®'® can be
utilized in small target detection. Given the shortcomings of
classical top-hat transform, Bai proposed the new top-hat
transform (NWTH).?® NWTH can enhance infrared dim
small targets more efficiently than a classical top-hat trans-
form. So far, there has been no application of mathematical
morphology in star image segmentation.

In considering the advantages and disadvantages of the
discussed methods, this study proposes a new star target seg-
mentation (NSTS) algorithm based on the characteristics of
stars and different interferences. The algorithm utilizes
the margin structuring element to detect small targets and
opening operation to suppress noises. A combination of
three different structuring elements is adopted to organize
a new transform.

This paper is organized as follows. Section 2 provides
the definition of NSTS and the principle of star image
processing. Section 3 provides an analysis of the effects
of different structuring elements of star image processing
results. Section 4 presents the experimental results for a set
of test images and a comparison with other algorithms.
Section 5 presents the conclusion.

2 New Star Target Segmentation

Mathematical morphological operations work with two sets:
an original image and structuring element.'” Flat structuring
element is one the most widely used structuring elements
and is easy to use. Moreover, the NSTS given in this
paper is based on a flat structuring element. Let I(x, y) and
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B represent the grayscale image and structuring element.
Some of the basic morphological operations we will use are

Dilation: /©B = max; ;(x + i,y + j)
Erosion: I @ B = max; ;(x — i,y — j)
Opening: [ o B = IOB ® B

The star image contains stars and different interferences.
Stars and noise are all unflat regions in the star image, but
the star region size is larger than the unflat noise. Meanwhile,
the margin structuring element has the capacity to detect
small targets and the opening operation has the capacity to
suppress noise. The definitions of opening operation and
close operation indicate that the gray level of opening oper-
ation is lower than the original image, and the gray level of
close operation is higher than original image. Thus, the
NSTS was proposed.

Let By;; and B, represent two flat square structuring ele-
ments. Let D(B) represent the size of structuring element B,
which is the length of the square structuring element.
Suppose that D(By;) < D(By,) and let B, represent
the margin region between By; and B,. d(By) is the
width of the margin structuring element; thus, d(B,) =
(1/2)[D(Buy,) — D(By;)]- B represents a flat square struc-
turing element and D(B,,,) > D(Bg). Let By represent the
flat structuring element, and the size of By should be larger
than the noise and smaller than a star. The relationship
among By, Bg, Bg, By, By, is shown in Fig. 1.

Define NSTS as follows:

K(x,y) =1I(x.y) ° Bs, (M
N(x,y) =1I(x,y) ® ByOBp, 2)
R(x,y):K(x,y)—min[K(x,y),N(x,y)]. (3)

In these equations, I(x,y) represents the original image
and K(x,y) represents the result of the opening operation
by structuring element Bg, which has the function of sup-
pressing noise, based on the definition of opening operation.
The gray level of K(x,y) is lower than thegray level of
I(x,y). N(x,y) represents the result of the erosion operation

D(Bg)

~—D(By,) >
- D(B Mo) .

Fig. 1 Definition of structuring elements.
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by structuring element B after the dilation operation by
margin structuring element B,;, namely, the new close oper-
ation, which has the function of the detecting star. R(x, y)
represents K(x,y) subtracted by the minimum of K(x,y)
and N(x,y), i.e., the modified top-hat transform. If the gray
level of N(x,y) is lower than the gray level of K(x,y),
a star is detected and reserved; otherwise, the interference
is suppressed. Finally, if R(x,y) > 0, then the pixel of (x,y)
in the image is considered a star pixel, so star segmentation is
realized. Each step of the NSTS is shown in Fig. 2.

Given that the opening operation has the effect of sup-
pressing noise, noise with a size smaller than the size of
Bg can be removed, and the margin structuring element can
be utilized to detect stars. From the properties of NWTH,
a large d(By,) indicates strong noise smoothing capability.
NSTS utilizes the opening operation to suppress noises.
Therefore, the noise smoothing capability depends not only
on the width of d(B,,) but also on the opening operation.
d(Byy) can thus be reduced. On the basis of the relationship
among By, Bs, Br, By, Byo, D(By,) and D(Bg) can be
decreased, which reduces the amount of calculation, and
thereby reduces the computation time. The influence of the
size of structuring elements will be discussed in Sec. 3.

A star image that contains moonlight interference is con-
sidered as an example in this study. The star image contains
stars and interferences of noise and moonlight, as shown in
Fig. 3. The gray level of the star region changes significantly,
whereas the gray level of the background changes insignifi-
cantly and contains a single-point noise. The gray level of
the moonlight region is relatively high.

The principle of NSTS is shown in Fig. 4. The blue line
represents the gray curve of the original image I(x,y), the
green line represents the gray curve of the opening operation
result K(x,y), and the red line represents the gray curve
of N(x,y).

First, the structuring element By is used to perform the
opening operation on /(x, y) to obtain K(x,y), as shown by
the green curve in Fig. 4. After the opening operation, the
unflat region and noise with small size, such as single-point
noise, is smoothed. Considering that the size of By is smaller

| Input of star image I

Detecting star Noise suppressing
2 iz ati i ()
&1 | Dilate operation by Erode operation by | |3
~| | Margin structuring small structuring g
2
§ clement By, element Bg '§
=
Q) 8
3 v v
§- Erode operation by Dilate operation by
|| square structuring small structuring
\ element B element Bs
\
Segment star with
improved top-hat
transform

| Output extraction result ‘

Fig. 2 Flowchart of the proposed algorithm.
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Fig. 4 lllustration of NSTS algorithm (a) process of the star region and (b) process of the moonlight
region.
than the size of the star, the opening operation cannot remove margin structuring element B,,, as shown by the red curve
the star. According to the characteristics of the opening in Fig. 4. In the star region, N(x,y) is the gray level of
operation, K(x,y) < I(x,y) exists. background noise. Given that the gray level of in the star
Second, N(x,y) represents the erosion operation by region is larger than the gray level of background noise,
structuring element By after the dilation operation by N(x,y) <I(x,y), the star region is detected; in the region
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Noise size

| B

Fig. 5 Relationship between noise and size of Bg.

of moonlight and background noise, N(x,y) > K(x,y)
exists.

Third, K(x,y) subtracts the minimum of K(x,y) and
N(x,y) to obtain R(x,y). In the regions of noise and moon-
light where N(x,y) > K(x,y), R(x,y) = 0, the interferences
are suppressed; in the star region where N(x,y) < K(x,y),

1(x,y)

Intensity

—I(x,y) 1
K(xy)
—N(x.y)

R(x,y) > 0, if R(x,y) > 0, then the pixel of (x,y) in the
image is considered a star pixel, so star segmentation is real-
ized. Subsequently, the star region is segmented, as shown by
the yellow region in Fig. 4(a), and moonlight interference
and background noise are suppressed.

3 Influence of the Size of Structuring Elements

NSTS utilizes a combination of three different structuring
elements; therefore, it has several properties.

3.1 Relationship Between Noise and Size of Bg

The opening operation can remove the bright region whose
size is smaller than that of a structuring element. Thus, differ-
ent structuring elements Bg can remove different sizes of
noise in a star image. The structuring element By is accord-
ingly selected on the basis of the size features of noise, as
shown in Fig. 5.
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Fig. 6 Segmentation result of different D(Bg).
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3.2 Relationship Between D(Bg) and the Integrity of
Star Segmentation

The definitions of dilation and erosion indicate that dilation
increases the size of the bright regions of an image and
decreases the size of the dark regions of an image. Erosion
decreases the size of bright regions and increases the size of
dark regions. The influence of D(Bj) on star segmentation
is shown in Fig. 6.

If D(Bg) < D(By,), then the bright regions of an image
decrease significantly. As a result, the star region becomes
small, thereby affecting star centroiding accuracy, as shown
in Fig. 6(a). If D(Br) = D(By,), then the bright regions of
an image and the size of the star region do not change.
Hence, the segmented star is complete, which facilitates
high star centroiding accuracy, as shown in Fig. 6(b).
If D(Bg) > D(By,), then the bright regions of an image
increase significantly. The star region becomes large, and
the surrounding noise can be segmented. The noise suppres-
sion capability is weakened consequently, as shown in
Fig. 6(c).

Figure 6 shows that different D(Bj) values influence the
integrity of star segmentation but can still be used to segment
stars. Therefore, the number of segmented stars is unaffected.

3.3 Relationship Between D(By;) and Star Size

Because the size of structuring elements influences the noise
suppressing capability and the result of star segmentation,
to segment stars completely, D(B,;;) should be larger than
the size of stars; otherwise, only a part of the star area can
be segmented on the basis of the definition of dilation and
the characteristics of the margin structuring element. This
condition in turn reduces star centroiding accuracy, as shown
in Fig. 7.

3.4 Relationship Between D(By;) and the Number of
Segmented Stars

To determine the value of D(By;), D(B,y;) is changed, the
width of By, is fixed as 1, 100 star images with different

300

=l(x.y)

250

200

150

Intensity

100

50 <

Fig. 7 Segmentation result with D(B)y;) smaller than the star.
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Fig. 8 Relationship between D(B,;) and number of segmented stars.

attitude angles are simulated, Gaussian noise is added, and
the average number of segmented stars after processing with
different D(B,;;) is calculated. As shown in Fig. 8, with
increasing D(Byy;), if D(By;) <9, then the number of
segmented stars increases; if D(By,;) > 9, then the number
of segmented stars has no significant change and thus

3.5 Relationship Between d(B),) and the Number of
Segmented Stars

The definition of NWTH indicates that a large D(B,,)
results in a large region in the margin structuring element
and strong noise smoothing capability. Nevertheless, dim
stars are removed, thereby reducing the number of seg-
mented stars and influencing star identification. NSTS relies
on the size of By to suppress noise. Therefore, even if
the width of the margin structuring element is small, the
noise suppression capability of NSTS is not influenced.
To determine the value of d(By), D(By;) is fixed as 9,
d(By) is changed, 100 star images with different attitude
angles are simulated, Gaussian noise is added, and the aver-
age number of segmented stars after processing with differ-
ent d(By) is calculated. As shown in Fig. 9, the number of
segmented stars decreases with increasing d(By); thus,

4 Experiments and Results

Several experiments were conducted for simulated and real
star images on software platforms to verify the superiority of
NSTS. In these experiments, based on the analysis of the
size of structuring elements in Sec. 3, we set D(By;) =9,
D(By,) =11, d(By) = 1, and D(Bg) = 11. By is denoted
as a square structuring element with a size of 3 x 3 pixels.

4.1 Capability to Suppress Different Interferences

Arbabmir’s algorithms, NWTH, and Mao’s algorithm were
applied to several star images with different interferences to
demonstrate the performance of NSTS in suppressing differ-
ent interferences. These methods were used for comparison
with NSTS. Figure 10(a) shows the original star image with
different interferences; from top to bottom are star images
with noise, ghost noise, and moonlight. Figure 10(b) shows

June 2016 « Vol. 55(6)
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Fig. 9 Relationship between d(B),) and number of segmented stars.
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Fig. 10 Star image with different interferences and segmentation result by using NSTS: (a) original star
image with different interferences, (b) 3-D distribution of the segmentation result by using NSTS, and
(c) segmentation result by using NSTS.
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Fig. 11 Segmentation result of other algorithms: (a) Arbabmir's algorithm, (b) NWTH, and (c) Mao’s

algorithm.

the three-dimensional (3-D) distribution of the segmentation
result using NSTS. Figure 10(c) shows the segmentation
result using NSTS. The experimental results demonstrate
that NSTS can suppress different interferences and segment
stars at the same time.

Figure 11(a) shows the 3-D distribution of the segmenta-
tion result using Arbabmir’s algorithm. Figure 11(b) shows
the 3-D distribution of the segmentation result using NWTH,
and Fig. 11(c) shows the 3-D distribution of the segmenta-
tion result using Mao’s algorithm. The results show that
Arbabmir’s algorithm cannot suppress interference effec-
tively. NWTH suppresses interference to some extent, but
still cannot suppress the single-point noise. Mao’s algorithm
suppresses most interference, but it cannot suppress a single-
point noise with high gray.

4.2 Integrity of Star Segmentation and Accuracy of
Star Centroid

4.2.1 Integrity of star segmentation

Arbabmir’s algorithm, Mao’s algorithm, and NSTS were uti-
lized to segment the real star image to verify the capability
for accurate star segmentation. In Fig. 12, (a) is the original
star with different magnitude, (b) is the segmentation
result with NSTS, (c) is the segmentation result with Mao’s
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algorithm, and (d) is the segmentation result with Arbabmir’s
algorithm. Only the relatively high gray pixel in the star can
be segmented by Arbabmir’s and Mao’s algorithms. By con-
trast, NSTS segments stars completely, which improves the
star centroiding accuracy.

4.2.2 Accuracy of star segmentation

Several simulated star images with different Gaussian noises
were generated to verify the segmentation accuracy for star
segmentation. A star image with four magnitudes was simu-
lated. Gaussian noise with o, from 0.001 to 0.01 was added.
The proposed algorithm along with Mao’s and Arbabmir’s
algorithms were then used to segment stars. The traditional
square weighted centroid method was used to calculate the
star centroid. The root-mean-square error of stars with differ-
ent Gaussian noises is shown in Fig. 13. Mao’s and
Arbabmir’s algorithms cannot segment the star centroid
when o, is larger than 0.006 and 0.003, respectively. Their
star centroiding accuracy is lower than that of NSTS. Given
its robust noise suppression and complete star segmentation
capabilities, NSTS can segment the star centroid when o, is
high and can obtain high star centroiding accuracy with less
than 0.09 pixels.

June 2016 « Vol. 55(6)
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Fig. 12 Segmentation result of different magnitude star: (a) original star, (b) NSTS, (c) Mao’s algorithm,

and (d) Arbabmir’s algorithm.
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Fig. 13 Influence of Gaussian noise on the star centroid.

4.2.3 Total number of segmented stars

Mao’s algorithm was compared with NSTS to validate the
star segmentation performance of the latter. Given that
Arbabmir’s algorithm and NWTH cannot remove the inter-
ferences in a star image, star identification cannot be
evaluated. After using the proposed and Mao’s algorithms
to segment stars, star identification'® was performed by the
same method, as shown in Fig. 14. NSTS can segment dim
stars, whereas Mao’s algorithm cannot. Five star images
were randomly selected and processed by the two algorithms.
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Fig. 14 Comparison of star identification result: (a) star identification
result of Mao’s algorithm and (b) star identification result of NSTS.

The total number of segmented stars was calculated, as
shown in Fig. 15. NSTS segments more stars effectively
because of dim star segmentation; when a star image has
a few stars, this property facilitates star identification.

4.2.4 Probabilities of true detection and miss
detection

To validate probabilities of true detection and miss detection
of NSTS, five star images were randomly selected and proc-
essed by the two algorithms. After using the proposed and
Mao’s algorithms to segment stars, star identification®' was
performed by the same method, and the probabilities of true

June 2016 « Vol. 55(6)
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detection and miss detection were calculated. As shown in
Figs. 16 and 17, the probability of true detection of two algo-
rithms does not differ greatly from each other. However,
NSTS can segment more potential stars than Mao’s algo-
rithm; as a result the probability of miss detection for
NSTS is lower than Mao’s algorithm.

4.3 Comparison of Computation Time

In Table 1, the computation time for all algorithms applied to
a given 1024 x 1024 test image is shown. All images and
algorithms were simulated in MATLAB® (R2010a) in a
PC with a 2.93-GHz Core 2 Duo CPU, 2.00 GB RAM,
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Table 1 Computation time of four approaches applied to a 1024 x
1024 star image.

Segmentation approaches Computation times (s)

Mao’s algorithm 0.2344
Arbabmir's algorithm 0.3515
NWTH 0.6526
NSTS 0.3299

and a Window’s XP operational system. The results show
that NSTS is faster than NWTH and Arbabmir’s algorithm,
which result from the decrease in the size of the margin struc-
turing element, thereby reducing the amount of calculation
and increasing the computational speed. NSTS is slower than
Mao’s algorithm; the computation of the latter is simple, but
its star segmentation is incomplete.

5 Conclusion and Discussion

The current star segmentation algorithm cannot suppress dif-
ferent interferences in star images and cannot segment stars
completely because of these interferences. To overcome this
problem, a combination of three different structuring ele-
ments is used to define a new star segmentation algorithm.
By considering star image characteristics with different inter-
ferences, the proposed algorithm utilizes the margin structur-
ing element to detect small targets and opening operation to
suppress noises, and a modified top-hat transform is defined
to extract stars. Compared with the current star segmentation
algorithm, the experimental results show that NSTS has good
robustness against different interferences and both bright
stars and dim stars can be segmented completely by the pro-
posed algorithm. These results also show that a precision of
less than 0.09 pixels can be maintained under different levels
of noise by the proposed algorithm with the traditional
square weighted centroid method. Therefore, NSTS is rea-
sonable and effective to use for accurate star segmentation
with different interferences. Because mathematical morphol-
ogy is based on window operation, we plan to implement
the proposed algorithm to FPGA in further work.
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